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Abstract: The early diagnosis process of autism spectrum disorder (ASD) in toddlers is critical and needs 

high experience and time to ensure that the diagnosis is accurate and the child has ASD. The early diagnose 

of ASD can help limit the development of the condition and provide a better life to the patients. To achieve 

this, many researchers studied how to apply machine learning (ML) algorithms in developing prediction 

models that help in early diagnosis of ASD. In this research, we leveraged our collected dataset that focuss 

on Arab children who have ASD especially in Egypt to develop prediction model using ML algorithms, 

comparing two data splitting approach: 10-fold cross-validation and train-test split. We evaluated the 

accuracy of Naïve Bayes, Decision trees, Support Vector Machine (SVM), Logistic Regression (LR), and 

Artificial Neural Network (ANN). Experimental results show cross-validation achieved an accuracy of 

94.92% for Naïve bayes, 87.81 for decision trees, 94.41% for SVM, 92.38% for LR, and 96.44% for ANN 

algorithm, while train-test achieved 93.22% for Naïve Bayes, 88.13% for decision trees, 91.52% for SVM, 

89.83% for LR, and 91.52% for ANN. 

 

Keywords: Autism Spectrum disorder (ASD), Machine learning, algorithms, Symptomatic dataset, k-fold 

cross validation  
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1. Introduction: 

 

In recent years, reported numbers for autism spectrum disorder (ASD) roughly 1 in 100 children across the 

globe. This percentage is influenced by some factors such as the geographic distribution, the number of 

children in the country, diagnostic services, and diagnostic practices [1]. 

 

Autism spectrum disorder is defined as a neurodevelopmental disorder in the developmental period which is 

associated with other disorders. For example, intellectual developmental disorder, attention deficit/ 

hyperactivity disorder (ADHD), learning disorder, catatonia, Rett syndrome, environmental factors, medical 

or genetic conditions, anxiety, depressive disorders, bipolar disorders, or sleeping disorders [2]. The main 

features that lead to diagnosing the patient as autistic, social communication and interaction are persistent 

impairment, repetitive behavior, interests, or activities, and limited daily functioning [2]. 

 

These features start to be evident in early childhood during the age of 12–24 months or maybe before 12 

months. In fact, ASD is not a degenerative disorder, so patients can continue their lives and some of them 

can work and live independently in adulthood [3]. This is achieved by developing some aspects of the 

patients, e.g. social communication. 

 

In some cases, with a high severity level of ASD, it is hard to live independently without help from family 

members even in adulthood. The diagnosing process of ASD is laborious, inefficient, and requires a lot of 

time [4], in which the expert observes the child's relationship using structured and unstructured activities with 

their parents and unknown individuals for the child [5]. This process can be done through several tools that 

are used to diagnose ASD at an early stage, but the time required to get the result is too long. For example, 

the Screening tool for Autism in Toddlers and Young Children (STAT) requires 20 minutes and the Autism 

Diagnostic Observation Schedule (ADOS) requires 45 minutes, which is too long a time [5]. Due to the long 

period of time required to diagnose a child, which is boring and exhausting for children, parents, and doctors. 

This can affect the daily life of the child and the daily treatment process in which the child needs to take some 

medicine and have a therapy session that improves the social communication, behavior and language speech 

of the child. 

 

Under those circumstances, the speed-up of the diagnosis process is important for the patient with ASD, so 

using machine learning (ML) to build a tool that can be used to diagnose ASD without consuming time and 

with high accuracy is an imperious need nowadays.  

 

There is a lot of research conducted to reduce the disadvantages of old diagnosis methods such as time 

consuming and limited accessibility, and tried to use ML algorithms to build an accurate and efficient tool 

[4,6] which can improve the detection, diagnosis, and prediction process and support the clinicians work and 

make it fast. 

 

In this study, we tried to address the use of ML algorithms to build a model that can predict ASD in children 

at an early age, using a new dataset collected from different places that provide care for autistics. The 

contributions we provided in this study are as follows: 
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• We have built a new dataset for toddlers with ASD from different centers that provide care for autistic 

children. 

• We have flittered the features of the dataset and choose the best ones that helped us in building an 

accurate prediction model. 

• We have studied ML algorithms to see which one works well in predicting ASD. 

• Finally, we have built a prediction model which will help in the early prediction of ASD in toddlers. 

 

The remaining of this paper structured as follow: Section 2 discussed related works. The proposed 

methodology represented in Section 3. Section 4 illustrated the obtained results from the experiments. 

Conclusion and future work represented in Section 5.  

 

2.  Related Works: 

 

Due to the increasing rates of ASD observed globally, many researchers have garnered attention to it. The 

prominent fields of research have been machine learning and data mining to predict ASD. 

 

In early research work, Shuvo et al. [7] have built a model to predict ASD in adults using the Random Forest 

(RF) algorithm. The prediction was based on behavioral attributes in which they followed these steps to build 

the model. The first step was data collection, in which they used a dataset available online from the UCI 

repository. Secondly, data preprocessing by applying filters to clean the data, finally used a prediction 

algorithm in which they used RF and got 0.96% accuracy. 

 

 Raj and Masood [8] focused on using machine learning techniques and deep learning techniques to detect 

ASD at early stages. The researchers attempted 6 algorithms on 3 datasets for different ages of ASD. They 

started the work by doing pre-processing for the datasets to find any problem in the data that affected the 

detection process, then they applied Naïve Bayes, support vector machine (SVM), Convolutional Neural 

Network (CNN), Logistic Regression (LR), K-Nearest Neighbor (KNN), and Artificial Neural Network 

(ANN) on the datasets. The results they got showed that CNN was the best one for the detection process with 

accuracy: 99.53% for autistic adults, 98.30% for autistic children, and 96.88% for autistic adolescents. 

 

Alwidian et al. [9] investigated association classification (AC) techniques to predict ASD in adults. They 

used a dataset for adults from the UCI repository and implemented the algorithms using WEKA software. 

The best AC algorithm was the Weighted Classification Based on Association Rules (WCBA) with 97% 

accuracy. Akter et al. [10] the authors used datasets for ASD from Kaggle and UCI repository, which are an 

open-source website for datasets. They chose datasets for toddlers, children, adolescents, and adults to help 

in the early detection of ASD. They applied ANN, recurrent neural network, decision tree, KNN, gradient 

boost, extrem learning machine, LR, Naïve Bayes, RF, SVM, and xgboost on the chosen datasets and made 

a pre-processing on data, then calculated the evaluation metrics for each of algorithms and compared between 

the applied algorithms. The LR gave the best result for all datasets, with accuracy of 100% for toddlers, 

99.3% for children, 95% for adolescents and 99.8% for adults.  

 

Nurisa et al. [11] introduced a model to predict attention deficit hyperactivity disorder (ADHD) using data 

mining. They used a dataset that contained data for ADHD children, then applied the mining approach by 
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doing data pre-processing. The modeling in which they built the model using regression and ANN. Evaluation 

in which they evaluated the performance, finally represented the knowledge and defined the signs that helped 

in predicting ADHD. The f1-score they got was 82.85%, which is better compared to previous research.  

 

Jaafer et al. [12] proposed a model to detect autism spectrum disorder in adults. In this work, the researchers 

used an ASD dataset for adults with 21 attributes from the UCI Machine Learning repository and applied the 

following algorithms: logistic regression, sequential minimum optimization (SMO), Naïve Bayes, and 

instance-based technique based on k-neighbors (IBK) with Weka tools to classify the data for the adults. The 

results obtained showed that SMO has the highest accuracy, 99.71%. 

 

Bala et al. [13] employed various machine learning models, including Naïve Bayes, K-star, Decision Tree 

(C4.5), Classification and Regression Trees (CART), KNN, SVM, Bagging Classifier (BG), and RF to detect 

ASD at early stage using toddlers, children, adolescent, and adult datasets. Their results indicated that SVM 

is the best one with accuracies of 96.67% for toddlers, 95.48%for children, 95.48% for adolescents, and 

96.06% for adults. Another study, Khan et al. [14], has a review paper on research that discusses how to apply 

Machine Learning techniques to detect or predict ASD. In this paper, the researchers highlighted some lessons 

that need to be considered. Some of these lessons are: SVM, RF, and LR are the outperforming algorithms in 

ASD research, and precision and recall are the most used performance metrics. Rasul et al. [4] used Jupiter 

Notebook, which is Google’s cloud-based service, to build a model that can diagnose ASD early. They used 

datasets for children and adults, and combined the children's and adults’ datasets. The study used Naïve 

Bayes, KNN, LR, SVM, Decision Tree, RF, Boosting, and Artificial Neural Network (ANN), applying 8 

performance metrics with100% accuracy for LR and SVM on children's and adult datasets, 94.24% accuracy 

for ANN on combined datasets. In a recent study, Chauhan et al. [15] combined ML with a database provider 

using the predictive method to predict ASD. They used SVM, KNN, RF, and decision tree. The best result 

got from RF with 74% accuracy. 

 

 R. S et al. [25], the authors developed a system that combined two modules to detect ASD in toddlers as 

early as possible. The first module called “Analysis sub-module” depending on behavioral data and used RF 

to analyze the data, the second called “Image sub-module” and used CNN to analyze the image data, the 

result from each module merged to define the final diagnosis and defined the severity levels of ASD on 

toddlers which provided robustness and reliability in the prediction process. The RF achieved an accuracy 

85%, CNN achieved 87%, and the combination of two modules achieved 90%. Generalizability one of the 

limitations of this system as the data is collected from one country. 

 

 In the following Table 1, we represent the most popular datasets that are used in ASD research and the best 

algorithms that gave good results for building a prediction model. In our study, we focused on predicting 

ASD as early as possible in toddlers from 12 to 36 months by using datasets for ASD toddlers that we worked 

on and collected data from many hospitals, children's care centers, and clinics. Employing different machine 

learning techniques, we chose the best one to build a model that can predict ASD among toddlers. 

 
Table 1 : Comparison between related works 

Authors Dataset Target population Best Algorithm Accuracy 
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Shuvo et al. [7] (2019) UCI 

repository 

Adult Random Forest 0.96% 

Raj et al. [8] 

(2020) 

UCI 

repository 

Children, adult, 

adolescents 

CNN 99.53% adult, 98.30 children, 

96.88% adolescents 

Alwidian et al. [9] (2020) UCI 

repository 

Adult WCBA 97% 

Akter et al. [10] (2021) Kaggle, 

UCI 

repository 

Toddler, children, 

adolescent, adult 

LR 100% toddlers, 99.3% children, 

95%, adolescent, 99.8% adult 

Nurisa et al. [11] (2022) ADHD 

dataset 

ADHD children ANN 82.85% 

Jaafer et al. [12] (2022) UCI 

repository 

Adult SMO 99.71% 

Bala et al. [13] 

(2022) 

Dr.Fadi 

Thabtah 

dataset 

Toddlers, children, 

adolescent, and adult 

SVM 96.67% toddlers, 95.48% 

children, 95.48% adolescent, 

96.06% adult 

Rasul et al. [4] (2024) UCI 

repository 

Children, adults LR, SVM 100% 

Chauhan et al. [15] (2024) Not 

specified 

Not specified RF 74% 

 

3.  The Proposed Methodology: 

 

Our study goal is to predict ASD in children at early stage as possible to help them get the required care that 

helps them to live a decent life. By understanding the ASD, we can enhance screening and diagnosis processes 

by applying machine learning algorithms to a dataset to identify patterns associated with ASD traits. Our 

methodology followed a structured pipeline, starting with data collection, preprocessing, then we trained and 

evaluated different models to assess their accuracy in the prediction process. We detail the key steps taken 

throughout this process: 
 

3.1. Data Collection: 
 

For this study, we worked on building a new dataset that includes information relevant to ASD. The data was 

gathered from Ain Shams Center for Special Needs Care, the Egyptian Autistic Society, Resala Charity 

Organization, and interviews with ASD parents. It contains 200 instances with 17 attributes. The attributes 

cover demographic data such as age and gender, answers to ASD test questions, and the final result diagnosis 

of whether a child has ASD or not. 

 

The dataset is available publicly on the Science Data Bank under the title “Autism Spectrum Disorder 

Symptomatic dataset: For Arab Children” [16], to allow researchers to explore the ASD in the Arab 

community and develop prediction and diagnosis tools. 

 

3.2. Preparing the Data: 
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 During the data collection process, drops could occur, leading to inconsistencies in the data. Therefore, 

before applying machine learning algorithms, we should ensure that the data is ready for the analysis process 

to avoid any mistakes or problems that lead to wrong analysis. We start by handling the missing data using 

WEKA’s ReplaceMissingValues filter to ensure the data completeness, then use a normalization filter to 

ensure that all numeric values in the dataset fall in the same range [0-1], and applying the remove filter and 

remove “first diagnosis attribute”, and finally applying Discretize filter because some algorithms we used 

perform better with discrete and give better performance. 

 

3.3. Splitting Dataset: 

 

To effectively train the machine learning model and ensure its accuracy in making predictions, the dataset is 

split into training and testing sets using two approaches due to the dataset size (200 instances) and the 

algorithms that are used. These approaches are: 

 

1. K-fold cross validation: in which the dataset is divided into equally sized K folds randomly. The K set is 

used for testing, and K-1 sets are used for training the model. The most popular values for K are K=5, 

and K=10 [17]. We used K=10 as it is more suitable to dataset size and gives better prediction and 

performance. 

2. Train-test split: in which the dataset is divided into two sets: one for training the model and one for testing. 

The most popular splitting percentages are 80:20 and 70:30 due to the size of the dataset [18]. We choose 

a percentage of 70:30 to apply to our work. 

 

3.4. Model Development:  

 

We choose 5 machine learning algorithms to test them to determine which one gives the best accuracy and 

is effective in predicting ASD. The algorithms are as follows: 

 

1. Naïve Bayes: it is an algorithm that is based on the Bayesian statistics theorem, which calculates 

probabilities by considering prior knowledge of conditions related to an event [19]. It is represented 

mathematically.  

𝑃(𝑌/𝑋) =
𝑃(𝑋 𝑎𝑛𝑑 𝑌)

P(X)
    Eq.(1) 

2. Decision trees: used for classification and regression tasks. It is structured in a tree format which is root, 

branches and leaf. The leaf nodes represent the possible output within the dataset [20]. 

 

3. Support vector machine (SVM): it is commonly used in health research due to its high efficiency and 

robustness. SVM works by finding the optimal hyperplane for the prediction model and making it 

accurate [21].  

 

 

4. Logistic Regression (LR): it is used for classification purposes, in which the output value belongs to the 

probability of a specific class.[22]  
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5. Artificial Neural Network (ANN): It is an algorithm that uses the input and output data to find the factors 

that lead to output data. It can train on new data which makes the prediction process more accurate. It is 

like the human brain functions that it is able to receive many inputs, process them, and give the output 

value [23]. 

 

4. Experiment Result: 

 

To validate the quality and applicability of the “Autism Spectrum Disorder Symptomatic dataset: For Arab 

Children”, we conducted a series of ML experiments using several ML algorithms. The aim of these 

experiments is to measure the ability of our dataset to support research that aims to predict ASD early. 

 

We carried out our experiments using WEKA 3.9 [24], a widely used open-source machine learning platform. 

The dataset contains 200 samples with 17 attributes, including demographic data, response to ASD screening 

questions, and diagnosis label ASD, or not. 

 

We applied 10- fold cross-validation and train testing split to ensure robustness and get more accurate and 

reliable results. The following tables represent the results we got from the 10-fold cross-validation and train-

test split. Table 2 represents the accuracy and other performance metrics for the selected ML algorithms, the 

results based on a 10-fold cross-validation technique, and Table 3 presents the performance metrics for ML 

algorithms based on training-testing techniques. In addition, Figure 1 shows the results in a graph and 

indicates that our dataset can be a practical tool for building prediction models that use ML algorithms, 

especially in Arab populations, based on any splitting techniques 

 
Table 2: 10-fold cross-validation accuracy and performance metrics 

Algorithms Accuracy Precision Recall F-Measure 

Naïve Bayes 94.92% 95% 94% 95% 

Decision Trees 87.81% 87% 87% 87% 

SVM 94.41% 94% 94% 94% 

LR 92.38% 92% 92% 92% 

ANN 96.44% 96% 96% 96% 

 
Table 3 : Training-testing splitting accuracy and performance metrics 

Algorithms Accuracy Precision Recall F-Measure 

Naïve Bayes 93.22% 93% 93% 93% 

Decision Trees 88.13% 88% 88% 88% 

SVM 91.52% 91% 91% 91% 

LR 89.83% 90% 89% 89% 

ANN 91.52% 91% 91% 91% 
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Figure 1 Splitting dataset approaches results 

 

5. Conclusion and Future Work: 

 

In this research, we used our dataset “Autism Spectrum Disorder Symptomatic dataset: For Arab Children” 

to develop a prediction model that can predict ASD in toddlers at an early stage. We applied 5 ML algorithms 

Naïve bayes, Decision trees, SVM, LR, and ANN, using 2 approaches to splitting data 10-fold cross-

validation and training-testing methods, after made a pre-processing for the data to ensure that is suitable to 

feed it to the model. These methods enabled us to find the best performance metrics and assess model stability. 

The findings indicate that the ANN model outperformed other algorithms under the 10-fold cross-validation 

achieving the highest accuracy 96.44%, and Naïve Bayes delivered the best in a training-testing approach 

with accuracy 93.22%. These findings demonstrate the importance of developing ML model to predict ASD 

on toddlers, especially within specific cultural populations such as Arab population. 

 

For future work, the researchers can complete the dataset to make it wider and include many Arab regions 

and populations, so the dataset can become a stepping stone for future work related to ASD by encouraging 

more research, fostering collaboration, and contributing to a more accessible and early diagnosis of ASD. 
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