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Abstract: Depression diagnosis depends on the transcripts obtained from clinical interviews during 

mental health assessment. This hybrid model proposes Decision Tree (DT) and Grey Wolf Optimizer 

(GWO) for feature selection to enhance depression detection. The proposed model makes use of the 

Decision Tree, thereby effectively grasping the temporal context embedded in clinical interview 

transcripts. It can detect significant linguistic features of depressive symptoms. This model will also 

include the integration of GWO to optimize feature selection for added strength and efficiency. In this 

way, a hybrid model featuring a high F-score macro of 0.83 could be derived, which proved its 

effectiveness in detecting depression with accuracy. This will contribute to the literature by enhancing 

computational methods for measuring mental health, and this model has immense potential to apply in 

clinical practice. Beyond academic research, the applications of such a hybrid model are huge and 

promising in a clinical setting. The model automates the diagnosis of depression to assist healthcare 

professionals in informed and timely intervention. 
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In recent years, ML and DL algorithms are increasingly adopted within the healthcare sector. First 

of all by the remarkable number of research works on improving diagnosis and treatment regarding 

mental health disorders. For example, since 2017, a mental health model has been trained in England. 

This program was designed and implemented by the National Institute of Mental Health (NIMHE) [1] 

as part of a national public mental health strategy. However, Australia was the first country to 

implement these programs in the year 2000. Currently, there are licensed programs in 25 countries with 

over three million persons trained worldwide. 

 

While most chronic disease diagnoses rely heavily on laboratory tests and measures, diagnoses of 

mental health generally depend on self-reporting questionnaires designed to identify a pattern of 

emotions or social interactions, or through private interviews with psychologists. Major depression is 

the most prevalent mental health condition and is estimated to affect 3.8% [2] of the global population 

or approximately 280 million people worldwide. Depression is more than a sad mood or a transient 

emotional response to a problem in living; it is distinct from the ups and downs experienced by 

everybody. At worst, depression can be a relatively frequent and seriously debilitating health condition 

that may disrupt performance at work and school, damage family life, and even result in suicide-the 

fourth leading cause of death [3] among people between the ages of 15 and 29 years. 

 

Current methods of diagnosing depression mainly depend on patient self-reports or symptom 

severity clinical assessments. There are major challenges faced by the existing methods of diagnosis, 

including denial of illness by the patients or low sensitivity of the tests. Subjective bias and inaccuracies 

make diagnosis of depression a time-consuming process. Recently, ML approaches have been applied to 

biosignals for detecting depression. However, there is still a gap between classification accuracy and 

practical application scenarios. 

 

2. Related Work 

 

A number of research works have been conducted with the aim of predicting or monitoring mental 

illness through natural language analysis to retrieve key features and indicators that show the best 

performance. As one of the most common mental disorders, a variety of data collection methods have 

been conducted in several literatures, including self-assessment questionnaires, self-reported diagnoses, 

participation in specialized online forums, and posts manually annotated. 

 

Xiuzhuang Z. et al., [4] proposed a deep residual network with a Global Average Pooling (GAP) 

layer for training a deep regression model on visual depression data. This model predicted depression 

severity with accuracy while locating the most informative regions of the input facial image by 

generating a depression activation map. They also proposed multi-region DepressNet which learns 

jointly multiple local depth regression models on different facial regions to improve overall recognition 

performance. 

 

On the other hand, the work of [5] Zhao, Z. et al. presents a new hierarchical attentionbased model 

that leverages the strengths of unsupervised learning and attention transfer in the estimation of the 

severity of depression from speech. An attention transfer process was used to estimate the severity of 

depression at the frame and sentence levels across tasks. They proposed an attention mechanism to train 

hierarchical autoencoders that can represent speech from persons with depression in an unsupervised 

manner. 
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Xiuzhuang Z. et al., [6] proposed a model that uses content-aware weights for the aggregation of the 

input video frames in order to provide a discriminative deep depression representation. This pooling 

approach for features effectively empowers or suppresses face images with varying poses and imaging 

conditions and has been considered superior compared to several state-of-the-art methods. 

 

Salma A. et al. [7] designed a predictive model that can identify whether a user's tweet portrays 

depression; the authors used Random Forest, Naïve Bayes, AdaBoostM1, and Lib-linear classifiers for 

Arabic sentiment analysis. The performance result of the model showed an accuracy of 0.88 using the 

Lib-linear classifier. 

 

The random forest classifier proposed by Rouzbeh R. et al. [8] reached an out-of-sample balanced 

accuracy of 0.768, increasing to 0.811 after the inclusion of participants' age and gender. Mental health 

mobile applications can continuously screen for depressive symptoms by collecting mobile usage 

statistics, in this respect, to aid in the initial diagnosis or monitor ongoing treatments. 

 

Anupama R. et al. [9] proposed an early fusion network based on multi-level attention, and audio, 

video, and text patterns were combined into one with higher weights toward the audio pattern in order 

to predict the severity of depression. That means that the video data, which captures 

electrophysiological signals, is less important in this framework when trying to create better diagnostics. 

 

Such is the case with Zhu J. et al. [10], where two technologies, EEG and eye-tracking, are 

compared; it is observed that EEG is more accurate than eye-tracking, though more expensive. CBEM 

also performed significantly better than the conventional classifiers using biosignals, achieving 82.5% 

accuracy for the eye-tracking dataset and 92.65% for the resting-state EEG dataset. 

 

Norah A. et al. [11] proposed a model to predict symptoms of depression using ArabDep, which is a 

lexicon designed for the Arab community. Here, the idea integrates a semi-supervised approach-

lexicon-based-with a supervised approach that is machine-learning-based for advice seeking about 

online forums on mental disorders. The lexicon-based performed at 78% accuracy, while the highest 

performing machine-learning classifier achieved an accuracy of 72%. 

 

Xezonaki D. et al. [12] proposed the HAN model for depression detection, which introduced 

psycholinguistic information into the model to improve its performance and robustness. The HAN+L 

was ranked first according to the experiments in this paper on the DIAC-WOZ dataset, with an F-macro 

score of 0.69 and a UAR of 0.72. 

 

Zhenxing X. et al. [13] have proposed a model that proposes subphenotypes of depression using 

machine learning methods from EHR. This model analyzes features around demographics, 

comorbidities, and medications from 11275 patients. 

 

Alice O. et al. [14] presented a deep neural network for depression and emotion features 

recognition, called EmoAudioNet, using Convolutional Neural Networks. The network learns from the 

time-frequency representation of audio signals and the visual representation of their frequency 

spectrum. 
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The problem of class imbalance in datasets was utilized by Amita S. et al. [15] The authors 

employed different resampling strategies; therefore, the model studied biomarkers and self-reported 

depression through the XGBoost technique of machine learning; hence, its result was a balanced 

accuracy, precision, recall, and F1 scores over 0.90 with oversampling and over-under sampling. 

 

Takashi N. et al. [16] proposed the method of reducing site bias and improving classification 

accuracy in the identification of patients with MDD. By taking part of the healthy control group to 

regress out the site bias, the SVM was the best for the classification of melancholic depressed patients 

versus healthy controls, with a classification accuracy of 73.3%. 

 

Composite measures were applied to improve MDD detection performance. Predictive factors for 

diagnosis of MDD are identified as key variables such as disability, family history of mental illness, and 

stressful events by Yiye Z. et al. [17]. 

 

Kyoung-Sae N. et al. [18] demonstrated that future depression can be predicted according to survey 

data. The purpose of the predictive model will be early identification of subjects at risk who will 

develop depression, thus enabling early intervention. 

 

Thalia R. et al. [19] emphasized that psychiatric diagnostics should depend on behavioral measures 

combined with methods of machine learning. Having developed a bagged decision tree classifier, they 

report an accuracy of 68%, thus showing that tools of machine learning could support diagnostic 

confidence. 

 

The paper by Latif et al. [20] considered the task of separating the depression-relevant features from 

speaker-specific characteristics for speech-based depression detection. The authors introduced a new 

framework called speaker-disentanglement that is aimed at enhancing model robustness across different 

speakers. 

 

Amir et al. [21] presented research into how the inclusion of therapist prompts can affect automatic 

depression detection from clinical interviews. Their research focused on validating this source of 

information in the area of depression detection. The authors managed to show that an increase in 

performance can be achieved by including therapist prompts. 

 

Latif et al. [22] proposed a deep learning architecture called Speechformer-CTC that could 

optimally employ the strengths of Transformers and Connectionist Temporal Classification together for 

speech-based depression detection. The effectiveness of their proposed model was evident in the 

temporal dependencies of speech data that obtained state-of-the-art performance in detecting 

depression. 

 

Yin et al. [23] introduced a deep learning-based approach that integrated the parallel CNN and 

transformer for depression detection from speech segments. The parallel-CNN module leverages local 

knowledge, while the transformer module does the task of extracting temporal sequential information 

through linear attention mechanisms. The results achieved on the Distress Analysis Interview Corpus-

Wizard of OZ and Multi-modal Open Dataset for Mentaldisorder Analysis demonstrated superiority 

over competitive state-of-the-art approaches. 
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In this regard, Lorenzoni et al. [24] have done an experimental case study on the performance 

evaluation of various ML classifiers and NLP techniques for depression detection. More emphasis in 

their work has been given to data cleaning, pre-processing, feature selection, parameter tuning, and 

model choices. Experiments with the DAIC-WOZ dataset have given accuracy of approximately 84% 

with Random Forest and XGBoost models, outperforming state-of-the-art results in the literature. 

 

Automatic clinical depression recognition system using speech features was done by Rejaibi et al. 

[25], in which MFCCs from speech signals were used as features, and depression recognition was made 

using a recurrent neural network. 

 

Rai et al. [26] investigated different ways in which depression may be diagnosed using different 

modalities: voice, text, and facial expressions. Their system, MANOBAL, combined features in audio 

recordings, text, and facial expressions to predict depression and its severity. By utilizing transfer 

characteristics and increasing training labels, they had impressive F1 scores on the DAIC-WOZ dataset. 

 

W. Zhang et al., [27] proposed a depression detection and assessment system using a multimodal 

fusion model. The applied modality text used sentence embeddings pre-trained and BiLSTM, whereas 

the audio modality relied on PCA and SVM, and the video modality relied on XGBoost. Their model 

outperforms baselines in both depression detection and assessment tasks. 

 

Aghaei et al. [28] conducted passive detection of depressive states from participants by analyzing 

data in the form of videos, audios, and text from interviews. The method described here has much 

potential for the improvement of assessments on mental health and may open a better direction toward 

treatments in light of the growing mental health crisis. 

 

One of the major challenges in depression detection is spotting the symptoms of mental illness from 

clinical interviews, as the symptoms of different mental illnesses are mostly overlapped. Previous work 

[29] has explored various ways to validate the legitimacy of claims for diagnosis with depression. 

Another major challenge for the researchers [30] is the lack of availability of legalized clinical data. 

While a lot of data from mental care warehouses are present, there is a major concern regarding patient 

privacy. For this reason, many experiments have been conducted in the DAIC-WOZ dataset, whose 

methods and results can easily be compared. 

Until now, no work has explored the concept of swarm intelligence for depression detection. Swarm 

Intelligence techniques have gained wide acceptance in several engineering applications because of 

their simple structure, limited requirements of operators, quick convergence speed, and a good trade-off 

between exploration and exploitation phases. Due to optimal performance and efficiency, swarm 

intelligence algorithms have been one of the multidisciplinary approaches in recent years. 

 

3. Methodology 

 

This section addresses the applied tools and methodology for the proposed model before and after 

optimization, to predict the diagnosis state of each patient.   

 

3.1. Text Preprocessing 
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Text cleaning and preprocessing [31] are the very first steps of NLP models, where improvement in 

quality and precision of text analysis can be enhanced. The following techniques are applied in the 

proposed model for text cleaning and preprocessing: 

• Lowercasing: All texts should be converted into lower case to maintain uniformity. 

• Tokenization: Breaking down text into smaller units such as words or sentences. 

• Removing Punctuation: Most of the time, punctuation marks do not convey any meaningful 

information; therefore, they can be removed. 

• Removing Stop Words: Filtering out common words that do not carry significant meaning. 

• Stemming and Lemmatization: Reducing the words to their base or root form. 

• Removing Extra Whitespace: Trim extra whitespace to normalize text. 

 

3.2. Feature Extraction  

 

To convert the text after cleaning into features that helps in the classification task we used Bag of 

Words (BOW) [32] model to create a vocabulary of all unique words available in the corpus, then 

represents each document as a vector of word occurrences. In this vector, each dimension corresponds 

to one of these words, and the value inside each dimension will be how many times that particular 

word occurred in the document. This, in turn, makes text data amenable to structured data conversion. 

 

3.3. Grey Wolf Optimizer (GWO) 

 

GWO [33] basically takes inspiration from the leadership hierarchy in nature and hunting strategies 

of grey wolves. It considers three fundamental hunting processes, including searching for prey, 

encircling prey, and attacking preys. This algorithm simulates the leadership hierarchy by utilizing four 

types of grey wolves, including alpha, beta, delta, and omega. Besides, GWO solves three classical 

engineering design problems and one from the optical engineering field to demonstrate its practical 

applicability. The results obtained for these classical engineering design problems and real-world 

applications show that the proposed approach has effectiveness in complex problems with unknown 

search spaces. 

 

As grey wolves encircle prey during the hunt. In order to mathematically model encircling behavior 

the following equations are proposed: 

 D⃗ = |C. ⃗ X⃗ p(t) − X⃗ (t)|                                     (1) 

X⃗ (t + 1) = X⃗ p (t) − A. ⃗ D⃗      (2)  

Where t indicates the current iteration, A⃗ and C⃗ are coefficient vectors, X⃗p is the position vector of 

the prey, and X⃗ indicates the position vector of a grey wolf.  

The vectors A⃗ and C⃗ are calculated as follows: 

A⃗ = 2⃗a. ⃗r1 − ⃗a                                      (3) 

C⃗ = 2. ⃗r2        (4) 

Where components of ⃗a are linearly decreased from 2 to 0 over the course of iterations and r1, r2 are 

random vectors in [0, 1]. 

 

3.4. Decision Tree 

 



64 Alwan Atta et al. 

The decision tree [34] is a supervised machine learning algorithm used in both classification and 

regression tasks. They basically are flowchart-like structures in which every internal node represents a 

test on an attribute; with the various branches emerging from it, representing the outcome of the test; 

and each leaf node denotes a class label or a predicted value. And it follows the following steps: 

• Partitioning the data: This algorithm starts off by choosing the best attribute for partitioning the 

data according to a chosen metric measure . 

• Node Creation: Based on the attribute's value, subsets of the data are made and new nodes are 

created . 

• Recursive Process: In that respect, such a process is recursively repeated for each new node until 

a stopping criterion is met; for example, by maximum depth or minimum number of samples . 

• Leaf Nodes: The nodes at the very end hold the predicted class or value for that subset of data. 

 

4. Experimental Setup 

 

To evaluate the effectiveness of the proposed hybrid model, we conducted experiments on 

benchmark dataset. We compared the performance of the hybrid model with standalone Decision Tree 

models and other previous models. Evaluation metrics such as accuracy and F1-score macro are used to 

assess the model performance. 

 

4.1.DAIC-WOZ Dataset 

 

The Distress Analysis Interview Corpus (DIAC) [35] is an extensive dataset comprising clinical 

interviews designed to aid in diagnosing psychological stress conditions such as anxiety, depression, 

and post-traumatic stress disorders. These interviews were part of a significant initiative to develop 

computer agents capable of identifying linguistic and non-verbal indicators of mental illness [36]. The 

dataset includes audio and video recordings, along with comprehensive survey responses. A notable 

component of this corpus is the Wizard of Oz interviews, conducted by an animated virtual interviewer 

named Ellie, who is controlled by a human interviewer located in another room. The data have been 

transcribed and annotated for various linguistic and non-linguistic features. This dataset includes 189 

interactive sessions, each containing a transcript of the interaction. 

 

"Ellie: hi i'm ellie thanks for coming in today" 

"Ellie: i'm here to learn about people and would love to learn about you" 

"Ellie: i'll ask a few questions to get us started and please feel free to tell me anything your answers are 

totally confidential" 

"Ellie: how are you doing today?" 

"Participant: good" 

 

Data are split into a train set of 107 sessions, a development set of 35 sessions, and 47 sessions as 

the test set in CSV files with label for each session as well as the participant is depressed or not. 

 

4.2. Evaluation Criteria 

 

The most discussed indicator in the binary classification problem of diagnosing whether a patient 

has the disorder or not are the following: 
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Accuracy: The most commonly used metric to judge a model and is actually not a clear indicator of the 

performance. The worse happens when classes are imbalanced. 

 

Accuracy = 
𝑻𝑷+𝑻𝑵

𝑻𝑷+𝑭𝑷+𝑭𝑵+𝑻𝑵 
                                   (5) 

 

F1 score: It is the harmonic mean of precision and recall. This takes into consideration the contribution 

of both, so higher the F1 score, the better. We can see that due to the product in the numerator if one 

decreases, the final F1 score decreases significantly. 

 

F1 Score = 
𝟐∗(𝑹𝒆𝒄𝒂𝒍𝒍 ∗ 𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏)

 (𝑹𝒆𝒄𝒂𝒍𝒍 + 𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏)
             (6) 

 

4.3.GWO-DT Model 

 

Interest has grown in hybridizing meta-heuristic algorithms with machine learning techniques for 

the purpose of boosting performance and solving complex optimization problems. Grey Wolf Optimizer 

has emerged as another promising tool in this regard; it is a meta-heuristic inspired by grey wolves' 

hunting behavior. This will improve the performance and interpretability of a model, especially when 

combined with some classifier like Decision Trees by these steps: 
 

• Feature Subset Generation: GWO will be used for the generation of different subsets of features 

from the original dataset. Every wolf is considered to be a potential solution or, in other words, a 

feature subset. 

• Fitness Evaluation: In this phase, for every generated subset of features, a decision tree model 

will be trained and then evaluated with a suitable performance metric such as accuracy or the 

F1-score. The fitness value of any wolf will then be obtained from the performance of its 

corresponding decision tree. 

• Update Wolf Positions: GWO updates the positions of wolves (feature subsets) based on fitness 

values to move towards the optimal solution. 

• Termination: The algorithm shall terminate when a designated stopping criterion has been met, 

such as the maximum number of iterations or convergence. 

 

In our hybrid model as shown in Figure 1, we leverage the exploration and exploitation capabilities 

of the GWO algorithm in the optimization of Decision Tree model hyper-parameters or features. The 

GWO algorithm searches for optimal hyper-parameters to enhance the performance of a Decision Tree 

toward better accuracy and generalization on the dataset. 
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Figure 1 GWO-DT Model Workflow 

 

5. Results Discussion 

 

Our experimental results show that the proposed hybrid model with Grey Wolf Optimizer-enhanced 

Decision Tree outperformed standalone Decision Tree models and presented very competitive 

performance compared to other optimization techniques. Integrating GWO into the decision tree 

improves not only the accuracy of classification but also makes the developed model more interpretable. 

The hybrid model as shown in Table 1 has achieved 0.83 F-score macro to improve the efficiency 

compared with the other models. 

 
Table 1 The Evalution Performance Comparison 

 

Model Accuracy 
F1-Score-Macro 

Zhijun D. et al [37] - 
0.67 

Danai X. et al [38] - 
0.69 

NGUMIMI K. et al [39] - 
0.66 

Kirill M. et al [40] - 
0.79 

Proposed Decision tree 0.77 
0.76 

Proposed GWO-DT 0.83 
0.83 

 

6. Conclusion  

 

The combination of the Decision Tree method and the GWO is a major development in machine 

learning optimization. The proposed hybrid model demonstrates a viable strategy that leverages 

Decision Trees' intrinsic simplicity and interpretability as well as GWO's unique advantages in 

optimization techniques. By combining several techniques, the integration of hybrid model provided 

more reliable and effective solution of automated depression diagnosis. Using the optimization 

capabilities of GWO to improve the hyper-parameters and feature selection of decision trees can lead to 

enhancement in model interpretability and prediction performance. Our experimental assessments on 

the DIAC-WOZ dataset confirm the hybrid model's effectiveness in surpassing stand-alone Decision 

Tree models and demonstrating competitive performance compared to other optimization methods. In 

addition to improving classification accuracy featuring a high F-score macro of 0.83, combining GWO 

with Decision Trees enhances the model's interpretability and transparency, making it ideal for real-
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world applications where decision-making processes must be accurate and explicable. Finally, the 

hybridization of Decision Trees with the Grey Wolf Optimizer offers a viable path forward for machine 

learning optimization. Through the combined use of GWO and Decision Trees, the hybrid model 

becomes a more powerful and adaptable solution that can diagnose depression from clinical transcripts. 
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