DETECTION OF ORBITAL TUMORS ON MRI IMAGES USING CONVOLUTIONAL NEURAL NETWORKS
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Abstract: Orbital tumors are the most common type of tumor affecting the orbit. Some factors, such as technical causes relating to imaging quality and human error, contribute to radiologists misdiagnosing eye tumors. Computer-aided detection systems (CADs) are being developed to address these limitations and have recently been used in numerous imaging modalities for eye tumor diagnosis. CAD technologies increase radiologists' ability to detect and distinguish between normal and diseased tissues. These techniques are only conducted as a second opinion, but the radiologist makes the final decisions. This article presents the contemporary CAD method for detecting orbital tumors on magnetic resonance imaging (MRI) utilizing Convolutional Neural Networks (CNN). Pre-processing, Data Augmentation, Classification, and Evaluation are the four stages that involve our CAD system. Two datasets were used for MRI images: 1404 MRI T1-weighted images and 1560 MRI T2-weighted images. The system was evaluated by many evaluation metrics including the recognition rate which gives 95% for T1-weighted images and 94% for T2-weighted images.
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1. Introduction

The orbital tumor is a rare tumor that appears around the eye. It represents approximately 0.1% of all body tumors and approximately one-fifth of all orbit diseases [1]. It refers to any tumor found in the orbit, the bony socket in the front of the skull that holds the eye. Orbit tumors are irregular growths of lesions in the structure around the eye. It can be benign or malignant. Tumors involving the orbit are divided into: primary and secondary tumors. The primary tumors include cysts, vascular lesions, lymphomas and neurogenic tumors (arising from nerves). The secondary tumors called metastasizes include cancer that develops from another part and spreads to the orbit. Most patients with orbital tumors suffer eyeball bulging or double vision (diplopia) and a feeling of pressure in the eye. Pain can
be caused by infections, inflammations, and some orbital malignancies [2]. Imaging examinations are required for detecting and diagnosing orbit tumors. Both approaches include magnetic resonance imaging (MRI) and computed tomography (CT) scans [3]. MRI images are recommended in general because they offer a better image of the components within the orbit. A biopsy may also be performed to analyze the tumor tissue under a microscope to obtain a clear diagnosis. MRI has two types of weighted images; T1-weighted and T2-weighted images [4].

We have observed the rise of computer science in disease detection and diagnosis for biological sciences during the previous many decades [5]. Artificial intelligence (AI) has transformed disease diagnosis, identification, classification, segmentation and anatomization by accomplishing categorization stages that were traditionally time-consuming and tiresome for specialists [6]. The medical industry has been adopting and implementing AI due to the recent surge in medical applications utilizing AI-based technology and clinicians' desire to operate with fewer mistakes, accidents, and misdiagnoses. Many AI and subclass Deep Learning (DL) networks are beneficial in medical image processing for the prognosis and diagnosis of many maladies; including breast, lung, and brain tumors, which are arduous and prone to human mistakes if handled manually. These DL techniques are used to process medical images in order to accomplish different tasks; including classification, detection, segmentation, localization, prediction and registration, effectively avoiding human abilities [7].

The application of AI in eye sickness detection and treatment is considerable [8]. The technique mandates accurate determination and isolation of ocular layers, allowing ophthalmologists to concentrate on treatment. The benefits of AI were used in this work to classify and diagnose orbital tumors. The proposed system is developed to identify and classify orbital tumors from MRI images. The images implement preprocessing and data augmentation to increase the model's performance and accuracy. Furthermore, the use of powerful AI systems in medical diagnostics and image identification has made considerable required progress in medical science. The automatic diagnosis of ocular tumors includes preprocessing using image normalization, categorization and sampling approaches, training neural networks with enormous volumes of data, and statistical analysis [9]. The researchers are now working on enhancing the accuracy of tumor classification and diagnosis, lowering computing time and memory use, correcting ocular layer segmentation, and minimizing computational complexity [10].

The most extensively used and powerful DL model for medical image processing is the convolutional neural network (CNN). CNNs enable a share leap in image comprehension by performing image classification, detection, segmentation, localization, and other tasks [11]. The effectiveness of CNNs in image interpretation is the primary reason for their widespread adoption. A CNN's design can aid in multilevel hierarchical feature learning [12]. The early layers can extract low-level characteristics, while the deep layers extract high-level semantic characteristics, which are then merged to reliably find important spots. The CNN demands the design more sensibly since the input is an image. The CNN architecture comprises an input layer, convolutional layer, rectified linear unit (ReLU), pooling layer, fully connected layer, and output layer. These layers are layered to form the CNN structure. The convolutional, ReLU, and pooling layers are used to extract features. Classification takes place in the fully connected layer [13].

The Convolution layer is designed to extract the image features such as edges, texture, and gradient direction from neural cells. Convolutional filters, or kernels, of size nxmxd, where d is the image depth, are used to create convolution layers. Intuitively, CNN learns filters that are triggered when it encounters edge, color, texture, and so forth. Its output is passed into an activation function layer. The
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pooling layer down samples the convolved features nonlinearly. Through dimensionality reduction, it reduces the computer power necessary to process the data. The pooling operation divides the input into a collection of rectangular patches. Depending on the type of pooling used, each patch is replaced with a single value. The last layer is the fully connected layer, in which each node has inbound connections from all inputs and all connections are weighted. Its output is the total of all inputs multiplied by weights that converted the input into a vector or one-dimensional array. It is followed by the sigmoid activation function, which completes the classifier task [12].

In this paper, a CAD system for detecting orbital tumors is presented. Our contribution is a construction of an intelligent system for identifying orbital tumors from MRI images using CNN. The following is how the rest of this paper is organized: The related work is described in section 2. The suggested system is described in section 3. Section 4 contains the findings of the experiments as well as a discussion. Section 5 contains the conclusion as well as the scope of future efforts.

2. Related Work

There are many studies on the classification of Eye tumors. Biswarup et al. [14] presented a system for classifying eye melanoma in medical images. The system is divided into three steps; images preprocessing step, images marked as tumors or not by medical experts and classification. In preprocessing steps, images were rescaled, cropped in the eye image’s central portion, and resized the area proportionally. Then, the images were marked as melanoma or non-melanoma by medical experts. In the classification step, CNN is used as the classifier. A CNN comprises two convolutional layers and two sub-sampling layers, followed by three fully connected layers. The dataset is collected from New York Eye Cancer Center database. It consists of 170 images; 110 are eye melanoma and 60 are normal images. Ophthalmologists verified the proposed system, which obtained 91.76 % accuracy.

Sheshang et al. [15] established a system to determine eye melanoma in medical images. The system's four steps are preprocessing, segmentation and identification. Image preprocessing methods such as greyscale transformation for the images and median filter were applied. Otsu segmentation was applied as a thresholding method to images during the segmentation step to transform them into binary images. CNN is applied as a classifier during the classification step. A CNN consists of four convolutional layers and four maximum pooling layers, followed by two fully connected layers. The dataset is collected from two public websites “Miles Research” [16] and “Eye Cancer” [17]. The dataset consists of 200 images. The system was examined on its capacity to correctly detect eye melanoma at a high rate of 92.5%.

Parmod et al. [18] developed a classification system for recognizing retinoblastoma from fundus images. Segmentation and classification are the two steps of the system. The Otsu multi-thresholding technique was applied to segment the tumors from the fundus images. The next step was to classify the retinoblastoma in fundus images; this classification was carried out using two deep learning techniques AlexNet and ResNet50 algorithms. The dataset is obtained from an online website called MathWorks [19] with a total of 278 fundus images. The system recognized retinoblastoma with 93.16% for the ResNet50 algorithm and 88.12% for the AlexNet algorithm accuracy rate.

3. The Proposed System
This section depicts the pipeline used to implement our proposed system. The pipeline is divided into several stages, beginning with image acquisition, image preprocessing, image augmentation, model training and ending with model evaluation. Each step's output is utilized as input for the next stage in the pipeline. Figure 1 depicts the proposed model's pipeline.

2.1. Image acquisition

Two datasets are utilized in conjunction with two types of magnetic resonance imaging (MRI): T1-weighted and T2-weighted images. There are 133 T1-weighted images in total; 20 normal images and 113 orbit tumor images. T2-weighted images tot 109 MRI images; 24 normal images and 85 orbit tumor images. Both tumor images were obtained from Ain Shams University Hospital, Ophthalmology Department. The normal images that are utilized in our experiments were manually obtained from various sources on the internet [20]. The tumor databases include 30 patients with various orbit tumor types. T1-weighted image dimension is (800 x 600) pixel resolution for the tumor image and the normal image is (509 x 400) pixel resolution. The tumor T2-weighted image dimension is (824 x 800) pixel resolution and the normal image is (516 x 471) pixel resolution. Figure 2 shows the different MRI image samples used in the experiment.

2.2. Image Preprocessing

Datasets in our work have insufficient data to employ in the training phase with a total size of T1-weighted images are 133 MRI images and T2-weighted images are 109 MRI images. The resampling approaches were applied to avoid overfitting in the experiment. First, the Oversampling approach was
employed for each type of MRI image (normal and tumor) to increase the number of images utilized in categorization. Images were processed using the Gaussian blur filter, Median filter, Unsharp mask filter with radius size (0.5, 1, 2, and 3), sharpness filter with factor (0.5, 1, 1.5, 2, 3, and 4), EDGE Enhance Filter, EDGE Enhance More Filter, Brightness Filter with factor (0.5), and Contrast Filter with factor (0.5) for normal type. Images were processed using the median filter, sharpness filter with factors (0.5, 1, 3, and 4) and Unsharp Mask filter with radius size (1.5) for tumor type. The total size of T1-weighted images is 702 MRI images, whereas the total size of T2-weighted images is 780 MRI images. Second, divide the datasets in our experiment into training, validation, and testing sets using an 80/20 method; 10% is validation and 10% is testing. The 80-20 split ratio is a typical ratio in deep learning and has been applied in medical images [21]. Figure 3 depicts examples of MRI T1-weighted images after the image filter had been applied. Figure 4 depicts examples of MRI T2-weighted images after the image filter had been applied.

2.3. Image Augmentation

Many clinical imaging collections are uneven, making it difficult to find a substantial quantity of data for a single clinical instance. Skewed data distribution is a common issue in medical image categorization difficulties. Data augmentation is one way to deal with inadequate training data. Data augmentation expands a dataset by rescaling, resizing, and rotating existing data at the runtime to create new images while preserving the same label. On larger datasets, deep learning special CNN models outperform. Augmenting images increases the total quantity of images which allows the model to train more effectively [22]. Data Augmentation is also considered a type of dataset-level regularization since it reduces over-fitting and improves generalization performance by enriching the training dataset itself, which is the source of the problem. Additionally, it is utilized to overcome the issue of an imbalanced class by oversampling the minority class to enlarge the dataset and make the model perform better on the training data [23].

The dataset in the experiment includes small samples, and data augmentation was performed to enhance the number of these data. We used geometric transformation techniques on the MRI images to prevent
over-fitting during the training phase. First, the images were resized to 224 x 224 pixels in width and height. Second, the images were rescaled so that the pixel range changes from [0, 255] to [0, 1]. Third, the images were rotated by 40° degrees. Fourth, the images had shifted the width and height by 20%. Fifth, the images were sheared by 20%. Seventh, the images were zoomed in 20%. Finally, the images were flipped horizontally, reflecting the central horizontal axis.
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**Figure. 4:** Sample of MRI T2-weighted images with filter (Normal and Orbit tumor)

### 2.4. The Architecture of the CNN Model

Our CNN model architecture is divided into eight layers. It was trained with 80 epochs and 64 batch sizes. Figure 5 shows the CNN model architecture. The eight network layers are as followed: a first convolutional layer followed by a first max pooling layer, a second convolutional layer followed by a second max pooling layer, and a flattened layer followed by two fully connected layers. The convolutional layer worked well as a feature extraction layer because it deals with spatial redundancy via weight sharing, resulting in a feature map; the output of this layer identifies fundamental features such as straight edges and corners. The pooling layer decreases the feature map's dimensionality while keeping the most critical elements. As a result, the number of parameters to learn and the quantity of computation performed in the network is reduced. It summarizes the properties of a convolution layer-formed feature map area. The flattened layer reshapes the preceding layer's output and generates a one-dimensional vector as an input to a fully connected layer. A dropout layer serves as a mask, excluding certain neurons' contributions to the subsequent layer while leaving all others alone. It is one of the regularization approaches to keep overfitting during the training phase. The final two fully connected layers are as follows: It takes the flattened layer's input and outputs a one-dimensional vector. The final layer will compute class scores for each image, resulting in a binary class [0, 1] where the normal image is represented by 0 and the tumor image is represented by 1. The sigmoid activation function is applied to generate the final output.
4. Results and Discussion

The research involved two MRI datasets: T1-weighted and T2-weighted images. The MRI T1-weighted images dataset contains 1404 MRI images, 702 of which are normal and 702 of which are tumor images. The MRI T2-weighted images dataset contains 1560 MRI images, 780 of which are normal and 780 of which are tumors. Each dataset was broken into three parts: training, validation, and testing. For this aim, 80% of all images were assigned to the training group, with the remaining images divided into the validation (10%) and testing (10%) groups. The accuracy, recall, precision, and f1-score were used to evaluate the system’s performance. Table 1 displays the outcomes of our suggested system. Figure 6 depicts the model training and validation accuracy and loss results for MRI T1-weighted images across epochs, whereas Figure 7 depicts the model training and validation accuracy and loss results for MRI T2-weighted images across epochs.
Table 1 The results of our proposed CNN model

<table>
<thead>
<tr>
<th></th>
<th>T1-weighted images</th>
<th>T2-weighted images</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>95%</td>
<td>94%</td>
</tr>
<tr>
<td>Recall</td>
<td>94%</td>
<td>90%</td>
</tr>
<tr>
<td>Precision</td>
<td>95%</td>
<td>91%</td>
</tr>
<tr>
<td>f1-score</td>
<td>96%</td>
<td>94%</td>
</tr>
</tbody>
</table>

Figure 6: The model training and validation accuracy and loss for MRI T1-weighted images

Figure 7: The model training and validation accuracy and loss for MRI T2-weighted images

To the best of our knowledge, no previous research has been conducted to classify orbital tumors; this is the first research on this type of tumor. But there are previous studies that classified different types of eye tumors. The results are compared with the existing technique in terms of performance indices tabulated in Table 2.

The experiment results demonstrated very promising outcomes that had an accuracy of 95% for MRI T1-weighted images and an accuracy of 94% for MRI T2-weighted images. Figure 6 and 7 illustrate no overfitting between the training and validation across the epochs.
5. Conclusion and Future Work

This research presented a novel CAD system that would support ophthalmologists to classify and detect an orbital tumor from MRI images using Convolutional Neural Networks. To enhance and improve the dataset, the following preprocessing techniques were applied: median filter, Gaussian blur filter, brightness filter, contrast filter, and edge enhance filters. Data augmentation techniques such as horizontal flipping, shifting, zooming, shearing, rescaling, resizing, and rotation manipulation were implemented to increase the model's performance and accuracy. The model was trained using two private MRI datasets: 1404 T1-weighted images and 1560 T2-weighted images. The T1-weighted image had a 95% recognition rate, whereas the T2-weighted image had a 94% recognition rate. In the future, we want to expand on this work by testing on bigger datasets to improve accuracy. In addition, we will test our model on several image types, including computed tomography, ultrasound, and histology images. We will use it to distinguish between various forms of eye malignancies, such as iris, conjunctiva, uvea, and secondary tumors.
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