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Abstract: In recent time, the most applied classification method for hyperspectral images is based on the 

supervised deep learning approach. The hyperspectral images require special handling while it consists 

of hundreds of bands / channels. In this article, the experiments are conducted using one of the widespread 

deep learning models, Convolutional Neural Networks (CNNs), specifically, Csutom Spectral CNN 

architecture (CSCNN). The introduced network is based on the data reduction and data normalization. It 

firstly ommits the unnecessary data channels and retains the meaningful ones. Then, it passes the 

remaining data through the CNN layers (convolutional, rectified linear unit, fully connected, 

dropout,…etc) until reaches the classification layer. The experiments are applied on four benchmarcks 

[hyperspectral datasets], namely, Salinas-A, Kenndy Space Center (KSC), Indian Pines (IP), and Pavia 

University (Pavia-U). The proposed model achieved an overall accuracy more than 99.50 %. In last, a 

comparison versus the state of the art is also introduced. 

 

Keywords: Pixel-based Image Classification, Principal Component Analysis (PCA), Deep Learning. 
 

 

1. Introduction 

Today, the whole earth can be scanned during the day using the artificial satellites to produce a massive 

number of Remote Sensing (RS)/ satellite images for widespread applications [1]. Those captured images 

have different characteristics, i.e., they have high spatial, temporal, and spectral resolution. Firstly, spatial 

resolution represents how much the human eye can see the photographic image details which are detected  
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by a satellite sensor. However, temporal resolution refers to the time between images of the same 

geographical area. Finally, spectral resolution denotes the wavelengths of the electromagnetic spectrum 

detected by a satellite sensor. These characteristics and information make the process of analyzing and 

classifying the remote-sensing images the most exciting and fastest-growing research area recently [2-3]. 

 

The spectral image is an image that consists of multiple bands over the electromagnetic range. For a 

specific band or channel, the finer the spectral resolution, the narrower the wavelength ranges. In fact, the 

traditional cameras capture the images over the three wavelength bands (Red, Green, and Blue) which are 

known as RGB system. With the progress of time, several remote sensing systems started recording 

various scenes over multiple wavelength bands [more than three], which has been defined as multispectral 

sensors. Meanwhile, the innovative multispectral sensors are known as hyperspectral sensors. The 

acquired hyperspectral images are collected from hundreds of spectral bands for the particular scene.  

 

Today, in the image analysis field, analyzing and classifying the large-scale data, i.e., hyperspectral 

images are introduced as hot topics. Moreover, to learn the machines for land use scene classification, the 

large number of remote-sensing datasets are required for training process. The specialists introduced 

several hyperspectral remote-sensing datasets to allow the researchers to conduct their training 

experiments [4].  

 

The hyperspectral dataset has an important feature that aids in differentiating materials of interest. It has 

a detailed spectral information which raises the power of accuracy. Moreover, the recent operated sensors 

have a fine spatial resolution which allows the image analysis of small spatial structures. All the above-

mentioned advances make the hyperspectral data a useful tool for a wide variety of image analysis 

applications, such as, earth monitoring and object detection, precision cultivation, thematic planning, land 

use mapping, or change detection [5]. 

 

The problem which remains is that the automation degree for remote-sensing images analysis is low 

despite decades of research, whether in the accuracy percentage value or in the processing time. Indeed, 

the common paradigm to analyze the hyperspectral data is a pixel-based approach, in which the individual 

image pixels are classified by the spectral information that they contain. This is the traditional approach 

of the classification since the pixel is a fundamental unit of the satellite image [6].  

 

2. Related Work 

 

The traditional models for pixel-based classification are based on measuring the distance of the class’s 

mean value. The means and variances are computed based on the statistics of the class. There are several 

schemes apply this approach, i.e., Minimum Mahalanobis distance, Minimum distance to mean, and 

Maximum likelihood.  
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Recently, the new concept of deep Convolutional Neural Networks (CNNs) has an impressive effect on 

several applications regarding to image analysis and pixels classification, object detection, and image 

segmentation, regardless the image type. CNNs [7] are very similar to the traditional Neural Networks. It 

has the same parameters provided for regular Neural Networks i.e. learnable weights and biases. The 

main difference is that the input of CNN models is in image format, which allows specific features to be 

encoded into the model. Those features then vastly reduce the number of parameters used in the network. 

That is bringing the deeper concept with fewer parameters [8].  

 

The deep learning approach showed a remarkable capability of the feature representation. The following 

table shows some of authors who applied the deep learning approach in their experiments for instance. 

 

 

 

Therefore, the target of this research is to replace the old-fashion multi-layers networks with the deep 

learning models for pixel-based hyperspectral data analysis.  

 

3. Proposed Network Architecture 

 

The proposed CNN model is consisting of several consecutive layers, the input layer, followed by several 

layers of convolutional, rectified linear unit, fully connected, dropout, and finally we obtain an output 

layer, as shown in Figure. 1. The output from the final layer [classification layer] can be a class or a 

probability of classes that best describes the image. 

 

In this work, the hyperspectral input image is firstly preprocessed by two consecutive steps:  data 

reduction and data normalization. The hyperspectral data include dozens of channels. Hence, there are 

enormous features in every single input. Thus, some of those data must be omitted to keep the most unique 

signatures. The principal component analysis (PCA) approach is applied here to reduce the number of 

spectral bands [18].  

 

 

Authors in Deep learning approach Datasets Performance 

[9, 10, and 21] CNNs UCMerced dataset [11] 
93.48%, 98.6%, and 

92.4%, respectively 

[12] Deep networks Malaysian dataset 96.88% 

[13] Region-based CNN UAV images 97.8% 

[14] 
CaffeNet, and GoogLeNet 

[15] 

two remote sensing 

datasets 
97 %, 95.48 % 

[16] Deep CNN Remote sensing images 93.48% 

[17] CNN Remote sensing scenes 92.43 % 

sensing images classification -Review on deep learning methods for remoteTable 1  
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Figure. 1:  The CNN layers, starting from the input image, going through several convolutional, dropout, and fully connected 

layers, then finally ending by the output layer 

 

In principle, PCA maps the image data into a new, uncorrelated vector space for data compression and 

features extraction. The second preprocessing step is normalizing the input image. The normalization step 

is carried out by computing the standard deviation of the image [19]. Finally, and for training simplicity, 

the hyperspectral image is split up into patches. Those patches are then randomly divided into training 

and testing sets. 

 

Actually, the convolution operation is the most important step in CNNs cycle. It firstly convolves the 

input by the filter banks to extract the main features then passes it to the subsequent layers. CNNs may 

include a nonlinear gating function i.e. Rectified Linear Unit (ReLU) to keep only the positive values 

[20].  
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It may also include the dropout layers to prevent the training data overfitting. Finally, the fully connected 

layers are applying its job similarly to the traditional NN. It connects each neuron in certain layer to every 

neuron in the successive layer.  

 

The convolutional and ReLU layers are responsible for extracting the features of the input and generating 

the global feature map, while the fully connected layers are responsible for classifying that map to obtain 

the closer class that matches the input. 

 

4. Experimental Work 

 

4.1. Datasets 

 

In the experiments, we assess the proposed CSCNN network on four common hyperspectral scenes named 

Salinas-A [22], Kenndy Space Center (KSC) [23], PaviaU [24], and Indian Pines [25]. Firstly, Salinas-A 

is a sub-scene which acquired from Salinas Valley, USA. It is captured by the AVIRIS sensor [~ 3.7 

m/pixel spatial resolution].  

 

It covers the area which includes 86 lines by 83 samples. This scene includes bare soils, vegetables, and 

vineyard grounds. It includes only six classes and background, as shown in Figure. 2. Table 2 indicates 

the ground truth classes for the Salinas-A scene and their respective samples number.  

 

 
Figure. 2: Salinas-A [original] (a) and Salinas-A [ground-truth] (b) 

 

 

 

Secondly, the KSC data set was obtained by 18-m spectrometer over Florida, USA [23]. That scene has 

a size of 512 × 614 × 176, and contains 13 classes as ground truth, see Figure. 3 (b) and Table 3. 

No. Field Name 
Pixels 

Counts 

1 Lettuce_romaine_7W 
799 

2 
Lettuce_romaine_6W 674 

3 
Lettuce_romaine_5W 1525 

4 
Lettuce_romaine_4W 616 

5 Corn_scenced_green_weeds 
1343 

6 Brocoli_green_weeds 
391 

Table 2 The salinas-a classes and their 

respective ground truth sample number 
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Figure. 3: KSC [original] (a) and KSC [ground-truth] (b) 

 

 

 

    

      

       

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Thirdly, The University of Pavia scene [24] was captured in 2003 from a flight over Northern Italy (Pavia) 

by the ROSIS sensor (~1.3-m/ pixel). Its dimensions are 610 × 340 × 103, and it has 9 ground truth classes 

which cover the ground as shown in Figure. 4 (b) and Table 4. 

No. Field Name Pixels Counts 

1 Spartina march 
520 

2 Cattail march 
404 

3 CP hammock 
256 

4 Slash Pine 
252 

5 Oak 
161 

6 Hardwood 
229 

7 Mud flats 
503 

8 water 
927 

9 Swamp 
105 

10 Graminoid march 
390 

11 Scrub 
347 

12 Willow swamp 
243 

13 Salt march 
419 

number ehe ksc classes and their respective ground truth samplT 3Table  
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Figure. 4:  Pavia-U [original] (a) and Pavia-U [ground-truth] (b) 

 

 

Finally, the scene in the test site ‘Indian pines’ was collected over North-western Indiana. It is captured 

by the 224-band AVIRIS sensor, by the 0.4–2.5 10-6 m wavelength range. It composes of 145 x 145 pixels. 

It covers 16 classes of agricultural, forest, and road areas, as shown in Figure. 5. Table 5 indicates the 

classes of the ground truth for the Indian pines scene and its corresponding samples number. 

 

 

 

 

 

    

         

 

 

  

 

 

 

Figure. 5: Indian Pines [original] (a) and Indian Pines [ground-truth] (b) 

 

Table 4 The paviaU classes and their 

number erespective ground truth sampl 
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4.2 Experimental procedure 

 

The practical implementation is done using Matlab® software on a hardware machine supplied with 

NVIDIA GTX 1050 4G Processor by Computing Capability: 6.1, Intel® Core™ i7-7700HQ @ 2.20GHz 

GPU, and 16 GB RAM. In this article, the results of our experiments are represented using 17 layers 

custom spectral convolution neural network.  

 

Table 6 shows the architecture of this network including the parameters of each convolutional layer in 

addition to the dropouts and classification layers.  The proposed network is trained by an initial learning 

rate of 0.001 for 100 epochs, a 256 batch size, momentum 0.9, learning rate factor 0.01, and Adam 

optimization.  

 

No. Field Name Pixels Counts 

1 Oats 20 

2 Stone-Steel-Towers 93 

3 Wheat  205 

4 
Soybean-clean 

593 

5 
Buildings-Grass-Trees-Drives 

386 

6 
Soybean-mintill 

2455 

7 
Hay-windrowed 

478 

8 
Woods 

1265 

9 
Alfalfa 

46 

10 
Soybean-notill 

972 

11 
Grass-trees 

730 

12 
Corn-notill 

1428 

13 
Grass-pasture 

483 

14 
Grass-pasture-mowed 

28 

15 
Corn 

237 

16 
Corn-mintill 

830 

Table 5 The indian pines classes and their respective ground truth sample number 
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By using the afore-mentioned datasets, there are numerous experiments were carried out to assess the 

CSCNN performance. In our experiments, we started by splitting the images into 10% training set and 

repeated the experiment eight times until splitting the training set into 90% of the images.  

 

The best partitioning credits to 30:70 training: testing ratio. The large training set has enhanced the 

classification accuracy by a small fractional number, but, on the other hand, it consumed a lot of the 

execution time. Hence, the authors divide the input data randomly into 30:70 training: testing ratio. After 

that, the training data are sent to the convolutional, ReLU, and dropout layers reaching to the output layer. 

 

5. Results and Discussion 

Layer # Layer Name Layer Parameters 

1 Input The input data are divided randomly into 30: 70 training: testing ratio 

2 3D Convolutional # filter banks: 8                               Filter size: [3 × 3 × 7] 

3 ReLU 

4 3D Convolutional # filter banks: 16                             Filter size: [3 × 3 × 5] 

5 ReLU 

6 3D Convolutional # filter banks: 32                             Filter size: [3 × 3 × 3] 

7 ReLU 

8 3D Convolutional # filter banks: 8                                Filter size: [3 × 3 × 1] 

9 ReLU 

10 Fully Connected Number of neurons: 256 

11 ReLU 

12 Dropout Retention Probability: 0.4  

13 Fully Connected Number of neurons: 128 

14 Dropout Retention Probability: 0.4  

15 Fully Connected 

16 Softmax 

17 Output Classification layer 

in the CSCNN parameters of each layerThe  6Table  
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The results are presented as an Overall Accuracy (OA). The OA is computed as the average of Producer’s 

Accuracy and User’s Accuracy, see the following equations [26]: 

 

Producer’s Accuracy =  
correctly identified pixels

total number of pixels/class
 (1), 

 

User’s Accuracy = 
correctly identified pixels

correctly identified pixels+incorrectly identified pixels
  (2) 

 

The following figures 6, 7, 8, and 9 display the original ground-truth image and the predicted classification 

scenes. The classification accuracy for the test data set reached up 100%, 99.53%, 99.35%, and 99.56% 

for Salinas-A, KSC, Pavia-U, and Indian Pines respectively. Some of simple images has achieved 100% 

classification accuracy due to its small dimensions and small number of ground-truth classes. 

 

 
Figure. 6: ground-truth of Salinas-A (left) and the classification result (right) 

 

 

 
Figure. 7: ground-truth of KSC (left) and the classification result (right) 
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Figure. 8: ground-truth of Indian Pines (left) and the classification result (right) 

 

 
Figure. 9: ground-truth of Pavia-U (left) and the classification result (right) 

 

The following table, Table 7, compares between the proposed CSCNN and the state-of-the-art for Salinas-

A, KSC, Pavia-U, and Indian Pines datasets. Most of the authors divided randomly the labeled data into 

70:30 training: testing ratio.  

 

By a quick look and comparing to the published results of hyperspectral image classification, the new 

concept of custom spectral through CNN model gave an impressive result for remote-sensing images 

classification. The CSCNN filters the image from the unwanted channels. It preserves the significant 

features which improves the classification accuracy and accelerate the classification process. 

 
art-the-The CSCNN vs. the state of 7Table  
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6. Conclusions 

In this article, the deep learning behavior through CSCNN model was applied for hyperspectral scenes 

classification. Firstly, the authors explained the description of CNN model and reviewed the deep learning 

methods of remote-sensing images classification. Then, the experiments were carried out using the 

pretrained CSCNN on four well-known hyperspectral images, namely, Salinas-A, KSC, Pavia-U, and 

Indian Pines. The proposed network provided excellent results by comparing the classification accuracy 

and timing over the state-of-the-art. 
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