AUTOMATION OF PERFORMANCE TESTING: A REVIEW
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Abstract: Quality assurance of software applications becomes crucial for achieving a competitive advantage in the market. Automating the testing process reduces the required cost and human effort. However, automating the entire testing process is still challenging for both academia and industry. It is essential to verify the robustness of the application under test (AUT) by conducting performance testing. Performance testing is a non-functional form of software testing which examines the performance features of the AUT when exposed to various workloads. The performance behavior can be measured by throughput, response time, and resource utilization of the AUT under a certain workload. Besides, performance testing finds the performance breaking points and bottlenecks during the operation of the AUT. Due to the necessity of conducting performance testing before releasing applications to the market, this paper surveys the previous related work to performance testing since 2009. Recent studies related to performance testing for testing both mobile and web-based applications are discussed. The strengths and weaknesses of these studies are discussed. Besides, a comparison between the previous studies related to performance testing is held from different perspectives.
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1. Introduction

Performance testing is a form of non-functional software testing. It tests the applications’ behavior when exposed to a certain workload [1]. A workload refers to the number of concurrent users’ access to the application under test (AUT). Performance testing evaluates the reliability, scalability, and responsiveness of the AUT under different workloads. Additionally, performance testing aims to identify the functional
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issues that may occur in the AUT under heavy workloads. Thus, performance testing is an essential step that reveals diagnostic information required to detect bottlenecks in the AUT. Microsoft Performance Guide mentions multiple types of performance testing [2], such as (i) load testing; (ii) stress testing; (iii) Spike testing; (iv) Endurance testing; (v) Volume testing; (vi) Scalability testing. Load testing refers to testing the AUT when exposed to a normal workload. Stress testing measures the reliability of the AUT when exposed to a heavy workload, beyond the normal workload. Spike testing is a sub-type of stress testing that measures the performance of the AUT during exposure to a temporarily heavy workload that increases quickly and repeatedly for short amounts of time. Endurance testing evaluates the performance of the AUT under an ordinary workload for a prolonged amount of time. Endurance testing aims to examine the system problems such as memory leaks, which affect the system's performance or may cause its failure. Scalability testing involves increasing the workload gradually. Also, the workload may remain steady during the variation in the resources such as CPUs and memory. Volume testing measures the efficiency of the AUT when exposed to large amounts of data.

The process of performance testing includes the following steps [3], [4], [5]:

- **Step 1**: Determine the required performance test environment.
- **Step 2**: Determine the performance acceptance Criteria for the AUT.
- **Step 3**: Design performance test cases.
- **Step 4**: Configure the performance testing environment.
- **Step 5**: Implement the designed performance test cases.
- **Step 6**: Execute performance test cases.
- **Step 7**: Analyze the performance test results.
- **Step 8**: Generate a performance test report.

![Diagram of the overall cycle of the performance testing process](image-url)
Figure 1 shows the overall cycle of the performance testing process. This is considered the best practice for the process of performance testing [3]. The purpose of performance testing is to measure the performance metrics of the AUT, then detect performance issues that exist in the AUT. Performance metrics reflect the quality and responsivity, as well as the performance behavior of the AUT. The widely used performance metrics include the following [3], [6]:

- **Response time**: refers to the time spent between sending a request to the server and receiving the response. It is measured in kilobytes per second.
- **Throughput**: refers to the number of requests/transactions processed in a certain amount of time during the test. It shows the amount of the required capacity that the AUT can handle. Throughput depends on the number of concurrent users.
- **Wait time**: It is called the average latency. It refers to the time taken until the developer receives the first byte after sending a request.
- **Average load time**: refers to the average amount of time taken to receive each request. It reflects the quality and the responsivity of the AUT from the user’s perspective.
- **Error rate**: refers to the ratio between the failed requests and all requests. The ratio is calculated in percentage. The failed requests always occur when the load exceeds the capacity of the AUT.
- **CPU utilization**: refers to the time spent by the CPU to process a request.
- **Memory utilization**: refers to the amount of memory needed to process a request.

Performance is considered an important quality attribute for all software applications. The presence of performance issues in any application will lead to negative consequences on the user experience [7], the response time of any application whether mobile or web-based application is critical from the user experience (UX) point of view [8]. However, performance testing is always left until the end of the testing process, when no excess time remains due to business pressure. Thus, performance testing is ignored during the development of many applications [9]. Additionally, the process of performance testing is considered an expensive process due to the need to prepare the following: an appropriate test environment, tools to simulate the actual simultaneous user access to the AUT, and adequate test cases which imitate real users’ transactions. Recently, performance testing became a challenge for all types of software applications (e.g., Android apps, iOS apps, web services) to find performance breaking points and improve AUT robustness [10].

This paper provides a brief review of the previous work which is relevant to the automation of the performance testing process. A comprehensive review of the previous research is presented. Multiple studies related to automating the performance testing process for different types of applications are discussed to show their features and drawbacks. Besides, excessively utilized commercial performance testing tools are presented with a comparison of their features.

The remainder of the paper goes as follows: Section 2 surveys the most relevant work related to the automation of the performance testing process for both mobile and web-based applications. Section 3 compares widely used performance testing tools in the market. Section 4 compares the previous work
related to the automation of the performance testing process and discusses their strengths and weaknesses. Finally, section 5 includes the conclusion.

2. The Automation of Performance Testing

This paper focuses on discussing the techniques for automating the performance testing process. In this section, the previous work in the field of performance testing will be surveyed. The process of automating performance testing for mobile applications is different from the case of testing web-based applications. The architecture of mobile application development is not the same as that of web-based applications. In the literature, many researchers focused on testing a particular type of application whether web or mobile. Hence, we categorize the past relevant research into two categories according to the type of AUT whether mobile, web-based, or cloud application. Sections 2.1, 2.2, and 2.3 review the previous studies related to performance testing for mobile, web-based applications, and cloud applications, respectively.

2.1. Performance Testing for Mobile Applications

The widespread of smartphones leads to the growth of mobile applications development [11]. Mobile applications need to be tested for their functional requirements satisfaction as well as their efficient performance [12]. Mobile applications rely on processing speed, memory usage, battery level, and network type. Many authors proposed approaches for automating the process of mobile application testing. However, the majority of the proposed approaches only addressed the functional aspects of mobile applications. A limited number of authors are concerned with the non-Functional Testing perspective, especially Performance testing for mobile applications [13], [14], [15].

Online mobile applications are widely used in different aspects of our daily life such as online shopping, ticket booking, and E-commerce. Testing the performance of this type of application is introduced in the literature. For example, an online mobile applications testing framework called (Test My APP) was proposed by Rajan et al [16]. The proposed framework measured the response time of online mobile applications. The response time values were recorded iteratively under various device and network conditions during the testing process. Then, the author applied the chi-square test distribution [17] to determine the overall performance evaluation of the AUT accurately. The average response time value was not accurate. However, the author depended on a set of recorded test cases, which were stored in a database. Hence, the proposed approach depended on the testers’ participation to generate and store test cases in a database. The author was not concerned with the automatic generation of efficient test cases. The author only focused on calculating AUT response time including network delay and hardware delay iteratively. Then, the author got the Chi-Square value that represented the overall performance evaluation measure of AUT. The author ignored the other performance metrics such as resource utilization, and throughput. The proposed framework needs the Android device to be connected to the test machine using a USB connector or through a wireless connection. Additionally, the proposed framework depended on the tester to set up the required test environment manually.
Mobile applications are usually characterized by a stumpy development lifecycle to earn a competitive advantage. Some organizations conduct performance testing at the system test level. Sometimes, system-level performance testing is imperfect due to the limitations of the mobile applications development environment. Therefore, there are studies in the literature that consider the early accomplishment of performance testing at the unit testing level of mobile applications, rather than focusing such tests in the final stage of development. Unit-level performance testing processes can be conducted in a similar manner to conducting system-level testing. Besides, unit-level performance testing suits organizations that work according to the agile working model [18].

Several studies presented frameworks for unit-level performance testing, such as A method for performance testing based on Test-Driven Development (TDD) proposed by Kim et al [19], [20]. The proposed method relied on a Mobile Performance Benchmark Database (MOBILEPBDB) and PJUnit tool. The MOBILEPBDB was considered the basic building block in the proposed performance unit test method. The author used the MOBILEPBDB to gather performance data generated from the benchmark testing conducted on real mobile devices. Then, the author utilized these data during the performance unit testing conducted in an emulator-based test environment. Besides, the author implemented an Eclipse plug-in called PJUnit. PJUnit created and executed performance test scripts. This diminishes the time and cost requisite for performance testing and helps to find errors in the AUT. The author generated a test case based on the source code of AUT as an input. However, AUT’s source code maybe not be available in some cases. Additionally, the author focused on the test cases execution, but the author did not matter about improving the test execution by applying a parallel test execution method. Additionally, there was no test results analysis method mentioned by the author.

Some performance testing frameworks presented in the literature did not depend on the source code of the AUT. For example, AppSpeedXray is an open-source mobile applications performance measurement and analysis framework. AppSpeedXray was proposed by Mun et al [21]. AppSpeedXray provides a unified view of mobile app performance metrics on your Android smartphone without source codes or compilation. The proposed AppSpeedXray tool gathers mobile app performance data such as CPU utilization, packet trace, XML log, and execution video file. These data are collected from the binary file of the AUT. Then, the proposed AppSpeedXray framework evaluates the performance metrics. The proposed tool includes the following components: (i) a mobile app crawler to collect Android APK (Android Application Package) files; (ii) a UI (User Interface) to allow the user inputs needed for testing; (iii) a performance analyzer that figures out the performance metrics speed index, mobile app performance metrics, and traffic statistics. The author implemented the performance analyzer component in Python to include a scene detector, snapshot generator, and similarity calculator modules. However, the author did not mention specifically how the performance analyzer works and how it analyzed the collected performance data. Additionally, the author did not discuss details about the test cases used in the proposed framework, which were required to collect the performance data. The author did not mention the performance testing tools used for test case execution.
On the other hand, there are types of performance testing frameworks presented in the literature depending on the source code of the AUT. For example, Zeng et al [22] presented a framework to measure the page load time of Android applications. The presented framework is integrated with Appium [23] and Maven package management tools [24]. Appium is an open-source mobile application testing tool used for executing test cases. The proposed framework mainly focuses on testing whether the page is loaded or not (i.e. elements of a certain page appeared or not). Firstly, the proposed framework records the screen. Then, the author calculates the time spent loading the page frame by frame. The proposed framework implemented the following methods: (i) screen recorder method; (ii) video-to-picture conversion method, (iii) first and last image comparison methods; (iv) final load time calculation method. Then, the recorded video file is analyzed to measure the page load time.

2.2. Performance Testing for Web-based Applications

Recently, web-based applications dominate most of the activities accomplished during the day (e.g., E-Commerce, E-learning, social media). There are different types of web-based applications such as web services, and web applications. Users spend a lot of time using these apps. The behavior of web-based applications should be ensured before releasing them for public use. Performance testing evaluates the quality of web applications. Hence, different types of web-based applications need to thoroughly test their performance under heavy workloads.

Many researchers study the performance testing of web-based applications from different perspectives. Some researchers propose self-adaptive approaches for performance testing, which neither depend on the source code nor performance/system models for the AUT. For instance, self-adaptive reinforcement learning-driven load testing approach called RELOAD was proposed by Moghadam et al [25]. The proposed RELOAD approach generates an effective workload that can be utilized in further relevant testing scenarios (e.g., performance regression testing). The RELOAD learns from the continuous changes in both the AUT and the execution environment. The author depended on the participation of testers to determine the action list that resembled the test scenarios. This means that the test cases generated by the proposed approach are created partially manually. The proposed RELOAD approach focuses on searching for the optimal workload that leads to the best performance. However, the author ignored identifying the workload that leads to the performance bottleneck. JMeter tool [26] is used to generate the required workload that simulates the real users’ accesses.

Performance unit testing permits developers to recognize the performance behavior of web applications. Besides, it detects performance issues continuously during the development of web applications [27]. Therefore, the authors adopt a web application performance testing approach at the unit level. The adopted approach supports the widespread usage of an agile method [28] and test-driven development (TDD). For example, a unit-level performance testing approach for web applications testing called PerfMock was introduced by Chatley et al [29]. The author focused on presenting an approach for executing the performance testing at the unit level, continuously in a test-driven manner. The PerfMock prolongs a well-established mocking framework for Java called jMock2 [30], which allows these tests. Mock objects
are used to represent the real cooperation of objects under test. Mock objects are configured to imitate specific test scenarios. The introduced performance unit testing approach led to rapid turnaround times. The proposed approach works completely in virtual time (i.e., the performance estimated values are produced without having to stay for the passage of real-time). However, the introduced approach has some weaknesses, such as (i) The author did not mention the method used to increase the workload submitted to AUT. The workload was generated using Apache benchmark [31], instead; (ii) The author was not concerned with the automatic generation of test cases and executable test scripts. Test suit was written using the Junit tool [32], instead; (iii) the author ignored the test results analysis steps.

Test case generation is the core step in the performance testing process [33]. Performance test case generation approaches are introduced in the literature. For example, Zhou et al [34] introduced a workload model for representing and generating synthetic web workloads and test cases for web applications load testing. The author depended on the context-based sequential model for defining user behavior. The proposed approach requires accurate modeling of the session. Thus, the proposed approach requires testers to have good knowledge of session, actions, and request concepts. However, the context-based sequential model is not produced during the development and design of the AUT. As a result, the proposed model requires extra time and cost for modeling.

Many authors integrate automated user interface (UI) testing along with load testing. This is considered a way to allow a complete quality measurement of the user’s experience of AUT. For instance, Whiting et al [35] introduced an approach for integrating load testing with automated UI testing. The author aimed to give an overall quality calculation to the user’s perception of the AUT. The proposed approach implements a holistic method for evaluating the performance of the AUT. The holistic method used in the proposed approach considers different types of users. This lets testers measure the system quality from the perspective of multiple users. Thus, the proposed approach is based on the user research team that resembled various user groups. The user research team is responsible for picking out the most significant attributes in the AUT, then assigning appropriate weights to these attributes. An effective test oracle is derived and tested according to these weights.

Generally, a test oracle is used to determine whether the AUT has passed or failed for a certain test case. It compares the results of AUT for certain test case inputs and the result that AUT should provide. The proposed approach properly identifies these weights during the collaboration between the technical teams and users. The strengths of the proposed model include the improvement of the software engineering sub-discipline of requirements gathering and increasing the ability of technical and non-technical users to debate the non-functional requirements. On the contrary, the proposed approach relies on the stakeholders to allocate weights, which reflects the significance of the functionality and performance. These weight values may not be empirical, they only reflect a major idea of prioritization functionality and performance.
2.3. Performance Testing for Cloud Applications

Nowadays, cloud applications are widespread, due to their quick response to business needs. Cloud application refers to a software programming model that needs collaboration between cloud-based and local components. This software programming model depends on remote servers to process their logic. Cloud applications require an internet connection to access them through a web browser [36]. They are quickly updated, tested, and deployed. This provides organizations with agility experience and quick time to market [37]. Testing the performance of cloud applications is discussed in the literature. For example:

1. A cloud performance testing approach called PT4Cloud was presented by He et al [38]. The presented PT4Cloud approach targets the performance testing of IaaS clouds. The author aimed to reduce the number of test runs, as well as satisfy the high-test coverage. Test coverage is a metric that measures how much the test cases cover the AUT’s code and functionalities. Stop conditions are used in the proposed PT4Cloud to cut off the repeated test runs and obtain accurate performance testing results. This led to a reduction in the performance testing cost. The author used non-parametric statistical approaches (i.e., likelihood theory and the bootstrap method) in the proposed approach. The author mentioned some threats to validity, such as (i) The performance results of the PT4Cloud remain valid unless the execution environment is not changed. This meant changes in the execution environment change the performance results of the proposed approach; (ii) Cloud uncertainty factors including data center location, VM types, and hardware variation, may affect the performance. The author did not consider these cloud factors in the proposed approach.

2. A performance testing approach for an application hosted on a serverless computing environment was introduced by Khatri et al [39]. Serverless computing refers to the function as a service (FaaS), where the service provider processes and executes the code sent by the clients. Virtual machines (VMs) are hired and managed by the service provider. The author conducted the performance test for certain business flows and simulated the expected users’ transactions under the peak load (i.e. peak working hours). The author executed the test over many iterations and under high-stress loads to determine the application response time. The workload was generated using the JMeter tool, which creates multiple threads to simulate the virtual users. The proposed approach conducts the following: (i) conduct baseline performance testing to identify the initial issues in the AUT; (ii) generate performance test scripts and test data sets; (iii) conduct load and stress tests; (iv) fix the found issues; (v) repeat the tests until the exit criteria were met. However, the author did not discuss some important issues, such as (i) The test cases generation method; (ii) The test results analysis method that could be applied to determine the performance peaks; (iii) The test environment setup.

Microservices are software applications that consist of loosely coupled software components. They are single-function modules and have well-defined interfaces and operations. They provide an independent deployment facility and can be integrated continuously by the developers [40]. Recently, testing the scalability of microservices deployment by conducting load tests is presented in the literature. For example, an approach for the performance assessment of microservice deployment alternatives was
presented by Avritzer et al [41], [42]. The high-level performance models were used in the presented approach. The author used the operational profile data to identify the probability of occurrence of each operational workload situation in production. Each operational situation had a test case. The author used the operational workload situations (e.g., arrival rates or a concurrent number of users) in conducting load testing. The threats to validity mentioned by the author included: (i) The generation of the experiment needs an estimation of the occurrence percentage of each performance test case. This threatens the accuracy of the estimated operational distribution; (ii) The author relied on the automated execution and analysis of the load test cases. This requires uninterrupted improvement using an identified approach and automated deployment.

3. Performance Testing Tools

In this section, various examples of performance testing tools that are excessively used in the market are discussed. These tools target performance testing for both web-based and mobile applications. The mentioned tools are chosen from the list of the top 10 frequently used performance testing tools in 2020 [43]. Table 1 presents a comparison between these selected commercial performance testing tools. Tools included in table 1 are (i) Apache JMeter [26]; (ii) HP Loadrunner [44]; (iii) Microsoft Visual Studio (TFS) [45] (iv) WebLOAD [46]; (v) NeoLoad [47]; (vi) LoadNinja [48]; (vii) LoadUI Pro [49]. These tools are compared according to the following criteria: (i) whether it is open source or needs licenses fees; (2) the type of the interface (i.e. Console, GUI); (iii) type of the AUT that the tool can test it (i.e. mobile application, web-based application); (iv) the required system specification to use the tool; (v) the scripting language the tool support it (e.g. javascript); (vi) the supported protocols.

4. Discussion and Research Gaps

Majority of the researchers who studied performance testing lack important issues. They did not care about providing effective testing approaches to automate the whole performance testing process. Tables 2, and 3 show a summary of the previously mentioned studies from the literature. Table 2 presents the comparison between performance testing approaches for mobile applications testing. Table 3 presents the comparison between performance testing approaches for web-based application testing. The comparison in both tables 2, 3, and 4 is based on the following: (i) the proposed automatic test cases generation approach; (ii) the proposed automatic test execution approach; (iii) support the parallel test execution; (iv) the proposed automatic test result from analysis approach. Additionally, table 5 shows the comparison between the advantages and drawbacks of the top performance testing tools in the market.
Table 1: Comparison Between the Top Performance Testing Tools in The Market

<table>
<thead>
<tr>
<th>Point of comparison</th>
<th>Apache JMeter</th>
<th>HP Loadrunner</th>
<th>Microsoft Visual Studio (TFS)</th>
<th>WebLOAD</th>
<th>NeoLoad</th>
<th>LoadNinja</th>
<th>LoadUI Pro</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open Source</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Interface</td>
<td>GUI</td>
<td>GUI</td>
<td>GUI</td>
<td>Console</td>
<td>Graphical and Code-based</td>
<td>GUI</td>
<td>GUI</td>
</tr>
<tr>
<td>Type of Supported AUT</td>
<td>Web and Mobile apps</td>
<td>Web and Mobile apps</td>
<td>Web and Mobile apps</td>
<td>Web applications</td>
<td>Web and Mobile apps</td>
<td>Web applications</td>
<td>Web services</td>
</tr>
<tr>
<td>Scripting language</td>
<td>Javascript, BeanShell</td>
<td>Citrix, ANSI C, .Net, Java</td>
<td>PowerShell, Perl</td>
<td>Javascript</td>
<td>YAML-based description format (human readable, implementation agnostic, and domain-specific to load testing), Jenkins pipeline as Code</td>
<td>Scriptless (Capture and playback script using InstaPlay recorder)</td>
<td>Java, JavaFX, Groovy</td>
</tr>
</tbody>
</table>
Table 2: Comparison Between Performance Testing Approaches for Mobile Applications Testing

<table>
<thead>
<tr>
<th>Approaches</th>
<th>Automatic Test Case Generation</th>
<th>Automatic Test Execution</th>
<th>Support Parallel Execution</th>
<th>Automatic Test Result Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rajan et al [16]</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Kim et al [19]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Kim et al [20]</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Mun et al [21]</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Zeng et al [22]</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 3: Comparison Between Performance Testing Approaches for Web-based Applications Testing

<table>
<thead>
<tr>
<th>Approaches</th>
<th>Automatic Test Case Generation</th>
<th>Automatic Test Execution</th>
<th>Support Parallel Execution</th>
<th>Automatic Test Result Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moghadam et al [25]</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Whiting et al [35]</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Chatley et al [29]</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Zhou et al [34]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 4: Comparison Between Performance Testing Approaches for cloud Applications Testing

<table>
<thead>
<tr>
<th>Approaches</th>
<th>Automatic Test Case Generation</th>
<th>Automatic Test Execution</th>
<th>Support Parallel Execution</th>
<th>Automatic Test Result Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Khatri et al [39]</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Avritzer et al [41], [42]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>He et al [38]</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

The features and drawbacks of the previously mentioned studies and tools are derived from examining the information included in tables 2, 3, 4, and 5. The concluded strengths are as follows:

- The performance testing for different types of web-based applications (e.g. cloud apps, web services, microservices, web apps) is discussed in the literature.
- Few performance test cases generation techniques are proposed.
- Techniques for the automatic analysis of performance test results are discussed.
- The commercial performance testing tools in the market mainly execute the test cases efficiently.
- The commercial performance testing tools in the market can generate a scalable virtual workload that imitates the real concurrent users’ access to the AUT. These tools submit workloads to the AUT, then measure the performance metrics (e.g., response time, throughput) of the AUT.
- LoadNinja and Microsoft Visual Studio (TFS) tools provide analytics and reporting features.
- LoadUI Pro allows parallel load testing.
Table 5: Comparison Between Advantages and Drawbacks of the Top Performance Testing Tools in the Market

<table>
<thead>
<tr>
<th>Performance Testing Tools</th>
<th>Advantages</th>
<th>Drawbacks</th>
</tr>
</thead>
</table>
| **Apache JMeter [26]**    | – Run different tests simultaneously  
– Provides accurate test results  
– Provides data analysis and visualization  
– Requires low scripting efforts  
– Available free of charge  
– Can be installed easily  
– Allows test recording for native and browser applications | – Can’t support Javascript, so can’t support AJAX requests  
– High memory consumption, especially in the GUI mode. |
| **HP Loadrunner [44]**   | – Allows testing of different types of applications  
– Allows scalability in the simulated workload  
– Checks network and server resources.  
– Supports the automatic client/server performance tracing while testing | – High license cost  
– License cost is based on the number of virtual users  
– Sometimes has compatibility issues.  
– Firewall causes installation issues |
| **Microsoft Visual Studio**  
(TFS) [45] | – Easy to use  
– Visualizes test reports graphically  
– Has high scalability in the simulated workload | – High license cost  
– Support MS Windows operating system only |
| **WebLOAD [46]** | – Easy to use  
– Generates a huge number of virtual users locally and on the cloud  
– Defines the features of the test easily as DOM-based recording/playback, automatic correlation  
– Supports many technologies (e.g., web protocols, enterprise applications)  
– Integrates with open-source software (i.e., Selenium, Jenkins), mobile testing (Perfecto Mobile) | – Long user documentation  
– Complex setup  
– High License cost |
| **NeoLoad [47]** | – Can be used easily  
– Allows graphical and code-based approaches  
– Provides realistic simulation of user behavior  
– Continuously schedules, manages, and shares test resources and results across the organization.  
– Has a low-cost alternative to the LoadRunner tool  
– Automates test design, maintenance, and analysis for Agile and DevOps teams | – Limited analysis and reporting capabilities.  
– Building Test Plans takes a long time |
| **LoadNinja [48]** | – lessen the time needed for testing by 60%  
– Used real browsers instead of load emulators  
– Support the scriptless load test creation and replay with the InstaPlay recorder  
– Generates Load with 1000s of real browsers  
– Real-time debug tests  
– Real-time virtual user activity management.  
– Can be hosted on the cloud, no server machine & upkeep required  
– Has analytics and reporting features | – High license cost |
| **LoadUI Pro [49]** | – Provides cloud-based load tests  
– Allows the parallel load testing  
– Provides server monitoring mechanism.  
– Reuses existing functional tests  
– Has distributed load generators  
– Drags and drops load tests on distribution agents on the cloud | – High license cost |
The concluded weaknesses that reflect the current research gaps are as follows:

- There is no comprehensive testing framework that can automate the whole performance testing process.
- The majority of authors were interested in executing the performance test cases without caring about the rest of the performance testing process (i.e., test case generation, test result analysis, and test report generation).
- Commercial tools in the market neither generate test cases nor analyze test results automatically. They rely on the manually generated test cases that are given as input to be executed.
- Some of the commercial tools rely on capture and replay techniques for test case generation. Although, capture and replay need testers’ collaboration and do not ensure the complete coverage of the AUT.
- Some commercial testing tools in the market have high license fees, are difficult to use, operate only on certain operating systems, and need complex setups.

5. Conclusion

Recently, users focused on the quality of software applications. The developed software applications should be tested to validate that they can fulfill their required functionality as well as their performance and reliability requirements. Thus, Performance testing becomes critical. It ensures that the AUT satisfies its functional requirements under multiple workloads of simultaneous user accesses. This evaluates the stability and reliability of the AUT when exposed to various workloads. Performance testing demands efficient testing approaches, experienced testers, adequate test cases, and precise execution tools. Thus, it gains interest from researchers who studied it from different perspectives. This paper provides a brief review of the current state-of-the-art in the performance testing field. The paper introduces the recent research related to performance testing for both mobile and web-based applications. Besides, an analysis of the applied approaches is conducted to pinpoint their strengths and weaknesses. A comparison between the discussed studies is provided. Additionally, issues involved in performance testing are identified from the previous studies in the field of performance testing. These issues still await proper solutions. As a result, new opportunities and challenges appear in the field of performance testing, which challenges researchers to provide solutions.
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