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Abstract: The automated and high-throughput identification of protein function is one of the main 

issues in computational biology. Predicting the protein's structure is a crucial step in this procedure. In 

recent years, a wide range of approaches for predicting protein structure has been put forth. They can 

be divided into two groups: database-based and sequence-based. The first is to identify the principles 

behind protein structure and attempts to extract valuable characteristics from amino acid sequences. 

The second one uses pre-existing public annotation databases for data mining. This study emphasizes 

the sequence-based method and makes use of the ability of amino acid sequences to predict protein 

activity. The amino acid composition approach, the amino acid tuple approach, and several 

optimization algorithms were compared. Different protein sequence data sets were used in our 

experiments. Five classifiers were tested in this research. The best accuracy is 98% using across 10-

fold cross-validation. This represents the highest performance in the Human dataset. 

 

Keywords: Feature Selection, Protein Sequence, amino acid composition approach, Optimization, 

Classification. 

 
 

1. Introduction 

 

Discovering the functions of new proteins is one of the most crucial objectives in cell biology and 

proteomics[1]. Given that experimental methods are costly and time-consuming, as well as the 
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exponential growth in the number of sequences available online, the automated computational methods 

that predict protein functions are becoming more attractive than experimental methods. Protein 

sequences and structures have an impact on how they work. Because of this, figuring out the structure 

of protein sequences is an essential step in comprehending their biological functions. Many techniques 

for protein structure prediction have been intensively studied in recent years, and scientists have 

developed an increasing number of creative models to boost prediction performance. Database 

annotation and sequence-based approaches are the two main approaches used in this area [2]. In order to 

make predictions, sequence-based attempts to extract unique features from protein sequences. The three 

categories of sequence-based techniques are prediction with the target sequence. Prediction with amino 

acid composition, and prediction based on additional computed features. The amino acid composition 

model is fairly straightforward because it only depends on twenty amino acids. Even if they lack 

characteristics that restrict the prediction abilities, it is still a useful option when there is a dearth of 

annotative data regarding the protein sequence. In addition to amino acid composition, many more 

novel techniques have been developed for feature extraction from sequences. Databases of protein 

annotation are the foundation of the other protein structure prediction technique. This approach is 

predicated on the idea that annotation databases, including motifs, gene ontology (GO) [3], and protein 

function domains, are getting better and better at offering trustworthy information for protein homology 

or identification. Annotation matching can be used to improve prediction accuracy because knowing the 

protein domain gleaned through database queries provides a lot of knowledge on protein structures. 

However, this kind of tactic has a drawback. When the predicted protein is a recently discovered one, 

there isn't any annotation in the database. The prediction performance of this kind of method will 

degrade as a result. However, more development might be anticipated since there are more public 

annotation datasets available. In order to predict protein structure, Sorkhi [4] introduced a hybrid 

method that takes into account both the amino acid content and sequence motifs. The model consists of 

3 feature extraction techniques and 4 different classifiers. Escherichia coli, Mus musculus, and Homo 

sapiens were employed as three datasets to evaluate the suggested methodology. 

 

The idea that proteins with similar sequences have similar functions is one of the cornerstones of 

molecular biology [5]. One of the most popular and efficient methods for assessing protein sequence 

similarity has been proposed thus far, utilizing a graphical representation of protein sequences [6]. 

 

For protein sequences with 20 amino acids equally dispersed around their perimeter in alphabetical 

order by their three-letter codes, the chaotic game representation (CGR) was developed[7]. Protein 

structures and functions depend on the physicochemical properties of amino acids. The formation of 

protein patterns is significantly influenced by protein-protein interactions. As a result, physicochemical 

characteristics of amino acids have been extensively used in protein sequence research for purposes 

including protein structure prediction and protein sequence similarity analysis. Comparative studies of 

proteins may benefit more from the arrangement of amino acids according to their physicochemical 

properties than from the random ordering of amino acids in the alphabet [8]. In actuality, using a 

smaller amino acid alphabet to describe a protein sequence would likely result in a loss of sequence 
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information because amino acids from the same group are thought to be equivalent. The CGR method 

has been extensively used in bioinformatics research up to this point. The most important part of 

employing CGR is to extract as many useful features as you can, and numerous researchers have 

demonstrated the value of those extracted features in protein research. 

 

In this study, we examine the discriminative capability of several sequence-based techniques using 

amino acid composition and amino acid k-tuples. In order to choose the amino acid sequences with the 

greatest statistical properties, we also use feature selection techniques on amino acid sequences that 

were previously used for text classification. Similarity analysis is crucial to protein sequence analysis, 

which includes the prediction or classification of protein structures and functions. The overall biological 

activity of a protein is determined by its three-dimensional structure, which is based on the linear amino 

acid sequence. 

A breakdown of the paper's structure is provided below. Section 2 covers the several approaches that we 

used for our comparative analysis. The experimental results are presented in Section 3. Section 4 

provides the summary of the conclusions. 

2. Feature Extraction and Selection Methods 

 

2.1. Feature Extraction Methods 

 

Amino acid residues, which make up protein sequences, are represented in computer methods by a set 

of 20 alphabetical letters[9]. Many fresh feature extraction methods have surfaced in recent years. 

Typically, there are two categories for these strategies. The first [10] is mostly based on the content of 

amino acids. The second involves a change from one amino acid to a tuple of k amino acids, where k is 

a positive integer greater than one. As in a 2-tuple, we refer to it as a "k-tuple" [11]. Three distinct 

methods of extracting features are covered in the remaining portion of this section. As this is a simple 

and sensible assumption, we will start by using 20 amino acid features as our initial representative 

features. Second, the features of 20 amino acids are replaced with k-tuple features. Three feature 

selection approaches are introduced in order to lower the high computational cost of k-tuple prediction 

caused by the enormous number of features. 

 

 Amino Acid Composition (AAC) 

The amino acid composition is calculated by dividing the total amount of amino acids by the number of 

amino acids in each protein sequence. It is defined in equation (1). 

       ( )   ∑                                             ( ) 

where a stands for the 20 amino acids,    is the number of occurrences of amino acid in each protein 

sequence S, and    is the length of protein sequence S. 

 

 k-Tuple Subsequence 

It should be noted that none of the AAC-based prediction algorithms consider the sequence order effect. 

It is required to include some order information in order to increase prediction accuracy. Amino acid 
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tuples, on the surface, appear to partially indicate sequence order. The 20 amino acid characteristics of 

the sequences "KBM" and "MKB," for example, are the same. When using 2-tuple features, however, 

"KBM" is represented by "KB" and "BM," while "MKB" is represented by "MK" and "KB." The k-

tuple feature vector would be 20k items long, with each item representing the number of occurrences of 

the k-tuple. 

      (  )   ∑                 
                                  ( ) 

where    stands for the counts of k-tuple in a protein sequence S. 

 

Two alternative feature extraction strategies were used. We make a prediction based on all AAC and k-

tuple space without any dimension reduction in the first one. The second involves dimension reduction 

through the use of various feature selection approaches. 

 

 

 

 

2.2. Feature Selection Methods 

 

Keep in mind that some AAC or k-tuples only appear once or never at all in the dataset. Because there 

are so few of them, many of them must not be connected to protein structure. As a result of this 

phenomenon, feature selection techniques were utilized to filter the AAC or k-tuple feature set. Three 

feature selection techniques are applied in this investigation. We attempt to identify the most crucial 

components from these selection processes in order to improve forecast accuracy. Swarm optimization 

approaches[12], Analysis of Variance (ANOVA)[13], and the Information Gain method [14] are among 

the feature ranking criteria. 

 

 Swarm Optimization Techniques 

Nature-inspired algorithms come in two varieties: bio-inspired algorithms and physics/chemistry-

inspired algorithms [15]. Evolutionary computation and swarm intelligence (SI) are two examples of 

bio-inspired algorithms. Because it imitates the behavior of biologically active species and their 

interactions, such as a group of animals, birds, or plants that abide by particular laws, swarm 

intelligence (SI) [16] is an algorithm inspired by nature. Self-organization, a type of intelligence, is 

shown by several agents. This study makes use of the Flower-Based Optimization Model (FBOM) [17]. 

The Flower-Based Optimization model involves two stages. In the first stage, the algorithm for flower 

pollination is employed to determine the best features. The previously chosen features are subjected to 

an elite search approach in the subsequent step. The features you choose are greatly enhanced by elite 

search. Flower-Based Optimization considers both the superior search technique and the characteristics 

of flowers that aid in pollination. Prior to the optimization phase is the population initialization step. 

The positions of the search agents are then updated using the swarm approach. Finally, utilizing the 

fitness function of all comparison algorithms, it creates the fitness score by merging the best feature 
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combinations obtained from the highest classification accuracy with the least amount of selected 

characteristics. 

 

 Analysis of Variance (ANOVA) 

The ANOVA is a statistical test that studies the variance of means of the sum of squares in different 

classes. The ANOVA is constructed from the expressions stated as equation (3). 

        
         

         
                       ( ) 

     

where M within is the mean of the sum of squares in the same class. And M between is the mean of the 

sum of squares between classes. 

 Information Gain Method 

The Information Gain determines the quantity of information for each feature item associated with the 

target class. It assesses the significance of features in the prediction phase. The information gain of a 

dataset (DS) with respect to one feature is determined as follows: 

    ( )   ( | )                                 ( ) 

Where E is the entropy of Dataset D and F is a feature. 

2.3. Classification Algorithms 

  

Key properties are integrated with multiple classifiers to characterize protein sequences in different 

datasets. Decision Tree (DT), K-nearest neighbour (KNN), Random Forest (RF), Support Vector 

Machine (SVM), and Bagging Ensemble Classifier (DT). 

 

The dataset is divided into groups based on entropy by the DT classifier[18]. After determining the 

entropy values for each sample, the DT splits the dataset using the Information Gain. 

 

The KNN classifier applies the Manhattan distance, which is calculated as the total of the absolute 

values of the sample differences[19]. 

 

The RF algorithm[20] is a classifier that creates an ensemble of classifiers. The RF approach employs a 

large number of DTs, each of which serves as a classifier to forecast the class label. The outputs of these 

trees are then voted on by the majority to forecast the class label. 

 

The SVM technique uses a variety of kernel functions, including hyperbolic, linear, sigmoid, 

polynomial, and radial basis functions (RBF) [21]. The inner product of the class labels and 

characteristics vectors yields a linear function, which is the simplest kernel. The polynomial kernel 

function is calculated using the dot product. The sigmoid kernel employs the bipolar sigmoid function. 
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The Bagging Ensemble Classifier [22] uses a basic classifier for a specific number of iterations. 

Additionally, it gives the training set more weight to help the classifier's subsequent iteration provide 

even better results. 

 

3. Experiments Results and Discussion 

 

3.1. Datasets 

The studies examined two distinct datasets that included functionally important superfamilies from the 

yeast and human genomes[23]. The functional categories examined in the yeast genome research 

included metabolism, transcription, and cellular transport. The yeast databases contain 1650 different 

protein sequences. Table 1 displays the specifics of the first dataset. 

 
Table 1 Yeast Dataset 

Superfamily 
Number of 

Sequences 

metabolism 540 

transcription 550 

cellular transport 560 

 

The functional categories represented in the human genome dataset include trypsin, globin, 

esterase, and ras. The dataset of human proteins contains 1000 protein sequences. Table 2 contains 

information on the second dataset. The UniProt knowledge base (UniProtKB) protein database was used 

to find the protein sequences for these families [24]. Protein sequences from each superfamily were 

chosen at random. 
 

Table 2 Human Dataset 

Superfamily 
Number of 

Sequences 

trypsin 250 

globin 250 

esterase 250 

ras 250 

 

3.2. Results 

 

Each dataset was examined separately using feature extraction techniques, followed by direct classifier 

testing both without and with feature selection techniques. The 10-cross validation method was used to 

assess each classifier. Performance metrics included average recall, precision, and accuracy. 
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 Yeast Genome Dataset 

 

First, the 1650 protein sequences of each superfamily were subjected to the two feature 

extraction techniques AAC and K-tuple. The five classifiers Decision Tree (DT), K-nearest neighbour 

(KNN), Random Forest (RF), Support Vector Machine (SVM), and Bagging Ensemble Classifier were 

then employed with the retrieved features. Table 3 displays the outcomes of utilizing the AAC feature 

extraction method to estimate the yeast protein superfamily without employing any feature selection 

techniques. 
Table 3 Classifiers Performance Without Feature Selection using AAC in yeast Dataset 

Classifier 
AAC 

Average Accuracy Precision Recall 

DT 60% 59% 61% 

KNN 72% 70% 71% 

RF 78% 77% 79% 

SVM 75% 74% 76% 

Bagging Ensemble 76% 78% 79% 

 

As shown in Table 3 RF and Bagging Ensemble classifiers have the best performance without using any 

feature selection method. The highest accuracy was reached using RF and it was 78% and 79% recall. 

 

Table 4 shows the performance K-tuple using K = 10 without any feature selection methods. 

Table 4 Classifiers Performance Without Feature Selection using K-Tuple in Yeast Dataset 

Classifier 
K-Tuple 

Average Accuracy Precision Recall 

DT 62% 61% 60% 

KNN 75% 75% 74% 

RF 80% 81% 79% 

SVM 78% 78% 77% 

Bagging Ensemble 80% 80% 79% 

 

As shown in Table 4 K-tuple method outperforms AAC. 

 

Figure 1 summarizes the classification model performance on the yeast dataset without using any 

feature selection methods. 
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Figure. 1: Classifiers Performance Without Feature Selection in Yeast Dataset 

 

Moreover, the same classifiers were applied after using the following feature selection methods FBOM, 

ANOVA, and Information Gain. Tables from Table 5 to Table 9 show the performance of the five 

classifiers after feature selection. 

 

Table 5 DT Classifier Performance with Feature Selection in Yeast Dataset 

DT 

Classifier 

AAC K-Tuple 

Average 

Accuracy 
Precision Recall 

Average 

Accuracy 
Precision Recall 

FBOM 70% 69% 71% 75% 73% 77% 

ANOVA 69% 67% 72% 72% 70% 71% 

IG 67% 66% 65% 71% 69% 72% 

 

Table 5 shows that FBOM outperforms the other selection methods using the DT classifier. 

 

Table 6 KNN Classifier Performance with Feature Selection in Yeast Dataset 

KNN 

Classifier 

AAC K-Tuple 

Average 

Accuracy 
Precision Recall 

Average 

Accuracy 
Precision Recall 

FBOM 82% 81% 80% 85% 84% 82% 

ANOVA 80% 79% 78% 82% 80% 80% 

IG 81% 82% 80% 80% 81% 79% 
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Table 6 shows that using Information gain and KNN classifier the accuracy reached 81% with the AAC 

method and 80% with a 10-Tuple method. 

 

Table 7 RF Classifier Performance with Feature Selection in Yeast Dataset 

RF 

Classifier 

AAC K-Tuple 

Average 

Accuracy 
Precision Recall 

Average 

Accuracy 
Precision Recall 

FBOM 90% 91% 89% 91% 90% 91% 

ANOVA 87% 88% 89% 89% 91% 90% 

IG 89% 90% 91% 90% 89% 91% 

 

Table 7 shows that using FBOM and RF classifier the accuracy reached 90% with the AAC method and 

91% with the 10-Tuple method. 

 

Table 8 SVM Classifier Performance with Feature Selection in Yeast Dataset 

SVM 

Classifier 

AAC K-Tuple 

Average 

Accuracy 
Precision Recall 

Average 

Accuracy 
Precision Recall 

FBOM 83% 82% 81% 85% 84% 83% 

ANOVA 80% 81% 79% 82% 81% 80% 

IG 82% 80% 81% 83% 82% 81% 

 

Table 8 shows that using FBOM and SVM classifier the highest average accuracy reached 83% with the 

AAC method and 85% with the 10-Tuple method. 

Table 9 Bagging Ensemble Classifier Performance with Feature Selection in Yeast Dataset 

Bagging 

Ensemble 

Classifier 

AAC K-Tuple 

Average 

Accuracy 
Precision Recall 

Average 

Accuracy 
Precision Recall 

FBOM 86% 87% 88% 90% 91% 89% 

ANOVA 80% 81% 81% 89% 90% 91% 

IG 84% 85% 82% 87% 88% 89% 

 

 

As shown in Table 9 Bagging Ensemble classifier outperforms the other classifiers whether any feature 

selection methods are used.  

 

After all these evaluations using the yeast dataset, we see that the feature selection methods improvise 

the classification accuracy.  

 

Figure 2 shows the performance of the classifiers using the feature selection methods. 
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Figure. 2: Classifiers Average Accuracy with Feature Selection in Yeast Dataset 

As shown in Figure 2 Information gain outperforms the other feature selection methods using the K-

tuple method and Bagging Ensemble classifier. 

While the ANOVA calculates the variation between the features, the information gain approach 

determines how much the features contain information and impact classification performance. Yeast’s 

genome falls under very similar superfamilies. Therefore, ANOVA performance drops in the yeast 

dataset. While FBOM performance is nearly the same as the information gain method. 

 Human Genome Dataset 

The two feature extraction methods AAC and K-tuple were applied to the 1000 protein sequences of 

each superfamily. Then, it was tested using the five classifiers Decision Tree (DT), K-nearest neighbor 

(KNN), Random Forest (RF), Support Vector Machine (SVM), and Bagging Ensemble Classifier. Table 

10 shows the results of predicting the protein superfamily of the Human without using any feature 

selection methods. 

Table 10 Classifiers Performance Without Feature Selection using Human Dataset 

Classifier 

AAC K-Tuple 

Average 

Accuracy 
Precision Recall 

Average 

Accuracy 
Precision Recall 

DT 75% 77% 73% 77% 75% 76% 

KNN 83% 80% 81% 85% 85% 84% 

RF 88% 87% 89% 90% 91% 89% 

SVM 85% 84% 86% 89% 88% 87% 

Bagging 

Ensemble 
89% 88% 89% 91% 90% 89% 
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Table 10 shows that the average accuracy of the KNN classifier using AAC is 83% And it is 85% using 

the 10-Tuple method. While the average accuracy of the Bagging Ensemble classifier is 89% using 

AAC and 91% Using the 10-tuple method. Therefore, our results show that the 10-Tuple method is 

better than the AAC method in predicting the protein superfamily. 

 

Figure 3 summarizes the performance of predicting the protein superfamily in the human dataset 

without using the feature selection methods. 

 

 

Figure. 3: Classifiers Performance Without Feature Selection in Human Dataset 

As shown in Figure 3 Bagging Ensemble classifiers and the 10-tuple method have the best performance 

without using any feature selection method. The highest accuracy was reached using Bagging Ensemble 

and it was 78%. 

 

Then, feature selection methods were applied to the human dataset. Tables 11 and 12 show the 

performance of the RF and  Bagging Ensemble classifiers after feature selection. 

 

Table 11 RF Classifier Performance with Feature Selection in Human Dataset 

RF 

Classifier 

AAC K-Tuple 

Average 

Accuracy 
Precision Recall 

Average 

Accuracy 
Precision Recall 

FBOM 93% 94% 92% 95% 94% 93% 

ANOVA 89% 88% 89% 91% 93% 92% 

IG 90% 90% 91% 93% 92% 91% 
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Table 11 shows that using FBOM and RF classifier the accuracy reached 82% with the AAC method 

and 84% with the 10-Tuple method. 

 

Table 12 Bagging Ensemble Classifier Performance with Feature Selection in Human Dataset 

Bagging 

Ensemble 

Classifier 

AAC K-Tuple 

Average 

Accuracy 
Precision Recall 

Average 

Accuracy 
Precision Recall 

FBOM 96% 97% 98% 98% 97% 96% 

ANOVA 90% 91% 91% 91% 90% 91% 

IG 94% 95% 92% 97% 96% 95% 

 

As shown in Table 12 Bagging Ensemble classifier outperforms the other classifiers whether any 

feature selection methods are used.  

 

Therefore, our results show that 10-tuple is better than the AAC method in extracting the protein 

features to predict the protein superfamily using the Bagging Ensemble classifier. 

 

Figure 4 shows the performance of the classifiers using the feature selection methods. 

 

 

Figure. 4: Classifiers Average Accuracy with Feature Selection in Human Dataset 

As shown in Figure 4 predicting the human superfamilies is better than predicting the yeast 

superfamilies. 
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FBOM method selects the features by calculating the elite score of each feature and ranks it. This 

method outperforms the information gain method because the human genome contains many duplicated 

regions and that decrease the efficiency of the information gain method. Moreover, the ANOVA 

method is also affected by the duplication. 

 

4. Conclusion 

 

This research compares the Amino Acid Composition (AAC) and K-Tuple Subsequence Methods, two 

feature extraction techniques. The analysis of variance (ANOVA), information gain, and flower-based 

optimization model are three more feature selection techniques that are investigated in this study 

(FBOM). All of these methods were examined using Decision Tree (DT), K-nearest neighbour (KNN), 

Random Forest (RF), Support Vector Machine (SVM), and Bagging Ensemble Classifier. These 

classifiers were assessed using three performance metrics: average accuracy, precision, and recall. 

 

The experimental findings show that identifying the protein superfamily is more accurate when using 

the k-tuple approach with k = 10. The Bagging Ensemble Classifier outperforms the other FBOM-based 

classifiers as well. The highest average accuracy attained is 98 percent with 97 percent Precision and 96 

percent Recall. 

The methods of feature selection depend on the sequence and disregard other elements, such as protein 

structure. As a result, the method's ability to identify the superfamily of protein sequences is limited. 

Using different feature extraction techniques in line with the sequence and structure of the proteins, we 

want to apply the same model in order to obtain more precise data describing the behavior of the protein 

and its superfamily. Additional feature selection strategies will also be investigated in the future study. 
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