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Abstract: Bankruptcy prediction is one of the most significant financial decision-making problems, which prevents financial institutions from sever risks. Most of bankruptcy datasets suffer from imbalanced distribution between output classes, which could lead to misclassification in the prediction results. This research paper presents an efficient bankruptcy prediction model that can handle imbalanced dataset problem by applying Synthetic Minority Oversampling Technique (SMOTE) as a pre-processing step. It applies ensemble-based machine learning classifier, namely, Categorical Boosting (CatBoost) to classify between active and inactive classes. Moreover, the proposed model reduces the dimensionality of the used dataset to increase predictive performance by using three different feature selection techniques. The proposed model is evaluated across the most popular imbalanced bankrupt dataset, which is the Polish dataset. The obtained results proved the efficiency of the applied model, especially in terms of the accuracy. The accuracies of the proposed model in predicting bankruptcy on the Polish five years datasets are 98%, 98%, 97%, 97% and 95%, respectively.
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1. Introduction

Prediction of bankruptcy is a remarkable research point, which helps decision makers to monitor the health of financial institutions. In the recent years, financial institutions became exposed to a higher probability of being bankrupt. Which is due to the latest changes in the global economy after the 2007
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financial crisis [1]. The early prediction of the bankruptcy problem aims to ensure more stability in the economy [2]. The bankruptcy prediction models aim to help in bankruptcy problem to assess if the institution will go bankrupt or not [3]. Developing an efficient model for predicting bankruptcy to estimate the financial crisis before it happens is very critical point for both society and economy [4].

Bankruptcy prediction models perform a binary classification process. The classified output of classification models represents two types either bankrupt class or non-bankrupt class. In general, models of bankruptcy prediction can be categorized by statistical techniques and Artificial Intelligent (AI) techniques. Statistical techniques were used earlier as predicting models for the bankruptcy problem. The widely used statistical techniques are multiple discriminant analysis [5–7], Logistic Regression (LR) [8–11]. After that, the AI techniques proved an outstanding performance in predicting bankruptcy more than statistical techniques [6], [7], [8], [1]. In binary classification, machine learning techniques are the most significant branch of AI especially in the finance field [12].

The most popular machine learning techniques are ensemble-based classifiers. Ensemble-based classifiers integrate more than one single-based classifier to construct a robust ensemble classifier [9], [10]. Examples for using ensemble classifiers in predicting bankruptcy are Bagging (BA) [12], [11], Boosting (BO) [11], [13], Adaptive Boosting (AdaBoost) [14], [15], [16] and GBoost [17], [18]. The most recent ensemble classifiers are Extreme gradient boosting (XGBoost) [19–21], Light Boosting (LBoost) [22] and CatBoost [23–25].

Most of the used bankrupt datasets suffer from the problem of imbalanced data. The imbalanced data problem separates the dataset into majority (negative) class and minority class (positive). The classification models based on imbalanced datasets may cause bias to the majority class in construction models by classifying most of the institutions as non-bankrupt [26]. Therefore, most of the recent studies intended to solve the problem of imbalanced data. Recently, the most popular re-sampling technique for handling imbalanced data is oversampling technique [3], [27], [28]. Thus, this research paper aims to handle imbalanced dataset by applying SMOTE oversampling technique to increase the efficiency of proposed model.

This paper is structured as follows: Section 2 presents the related work of some previous studies; Section 3 presents the proposed methodology for predicting bankruptcy; Section 4 presents the performance evaluation of the proposed model; Section 5 presents the experimental results; and Section 6 shows our conclusions and future work.

2. Related Work

This section summarizes some relevant studies that are based on using the machine learning models to help in predicting bankruptcy problem across the Polish dataset. The relevant studies were from 2019 to 2021. We collected the relevant studies from Web of Science (WoS) as we care more about the highly citation journals.
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Vicente García et al. [29] applied seven ensemble-based machine learning classifiers to predict bankruptcy problem across fourteen real-life datasets. The main objective of García et al.’s study is to determine the relation between ensemble-based classifiers’ performance and the type of bankrupt instances. The applied classifiers are BA, AdaBoost, random subspace, DECORATE, rotation forest, Random Forest (RF), and stochastic GBoost. The used datasets contain various types of bankrupt instances. García et al. [29] proved that the performance of ensemble-based classifiers is affected by type of bankrupt instances.

Tsai [30] presented a hybrid machine learning technique consists of two stages in predicting bankruptcy problem. The first stage depends on a clustering technique to ignore the irrelevant instances from training set. In the second stage, the output from the first stage is used in constructing classification models to predict bankruptcy problem. Tsai [30] applied the LR as a statistical technique and Support Vector Machine (SVM) as a machine learning technique to compare between them and show the importance of machine learning techniques. He used five varied datasets which are Australian [31], German [32], Japanese [33], Polish [34] and Taiwanese [35] datasets. His experimental results showed that the SVM with using Affinity Propagation (AP) and k-means to select relevant instances prove the best performance. Moreover, Tsai’ study proved that performance of SVM with AP and K-means depends on the used dataset.

Smiti and Soui [2] applied five different machine learning classifiers for predicting bankruptcy problem and compared between their performance. The applied classifiers are k-nearest neighbor, Decision Tree (DT), SVM, and Artificial Neural Network (ANN), C5.0. The authors were interested to solve imbalanced dataset problem by applying borderline synthetic minority oversampling technique. They evaluated their applied model across Polish dataset [34]. Moreover, they applied stacked autoencoder feature selection technique as a pre-processing step to filter out the irrelevant features from training set. Their obtained results showed that the C5. classifier outperformed the other applied machine learning classifiers in predicting bankruptcy problem.

Zhang et al. [14] proposed a new multi-stage approach to predict bankruptcy problem with advanced outlier adjustment. He applied BA technique with an algorithm of local outlier factor to adapt outliers which exists in the noise datasets and caused a bad consequence. The adapted outliers are boosted again in the training dataset to construct a good classifier. The authors proposed a new feature selection, which uses the chi-square to reduce features dimension and ignore unrepresentative features. To adapt parameters of base ensemble classifier, the self-adaptive parameter technique is used with stacking-based ensemble technique. The proposed model was evaluated across ten datasets which include Australian [31], German [32], Polish [34], Japanese [33] and Taiwan datasets [35]. To indicate the performance and effectiveness of the proposed model, the obtained results contain a statistical analysis outcome.
3. Proposed Methodology for predicting bankruptcy

3.1 Problem Description

The proposed bankruptcy prediction model consists of three main stages: re-sampling the used dataset, relevant feature selection and CatBoost based data classification. The proposed classification model is evaluated on the highly imbalanced Polish dataset. The used dataset contains some missing values and may lose useful information if instances with missing values are removed. Hence, the major pre-processing step before any stage of the proposed model is filling the missed cells. The re-sampling stage is applying the SMOTE oversampling technique to have a balanced distribution ratio between bankrupt and no-bankrupt classes. It ensures more accurate classification results. In the second stage, the filter-based and wrapper-based feature selection methods were applied to filter out the irrelevant data. The applied filter-based method is Correlation Feature Selection (CFS) and the applied wrapper-based methods are Sequential Feature Selection (SFS) and Recursive Feature Elimination (RFE). Then, the used dataset is split into training and testing sets. In the third stage, the CatBoost classifier is used in constructing the classification model based on the training and testing datasets. The overall stages of the proposed model are shown in Figure 1.

![Figure 1: The overall steps of the proposed model](image)

The following subsections discuss the investigated techniques to solve the bankruptcy prediction problem. It shows the main stages in the proposed model to predict bankruptcy problem on the Polish dataset.
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3.2 Re-sampling Input Dataset with SMOTE

One of the main problems that leads to misclassification results with machine learning models is imbalanced class distribution of the input dataset. Most of the credit datasets have imbalanced class distribution problem since number of majority class (non-bankrupt institutions) is much more than number of minority class (bankrupt institutions). The oversampling technique is responsible for handling imbalanced dataset problem by creating new synthetic values in the minority class to balance input dataset. It chooses a random value from the minority class to be the new synthetic feature which could lead to overfitting problem. In 2002, Chawla [36] proposed SMOTE to overcome the drawbacks of random oversampling technique [37].

The SMOTE depends on the similarity between instances of the minority feature space to create the new synthetic values. For each instance \( x_i \) in the minority class, the k-nearest neighbors \( K_{x_i} \) are calculated based on Euclidean distance of \( x_i \) using K input variable from user. The SMOTE selects a random value from nearest neighbors \( K_{x_i} \) to calculate the new synthetic value in the minority class. Algorithm 1 shows the creation of the new synthetic value by SMOTE technique according to [3].

<table>
<thead>
<tr>
<th>Algorithm 1. Oversampling SMOTE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> M is the number of instances in minority class; ( R ): the ratio of SMOTE ( M% ); ( k ): number of nearest neighbors; minority data ( D = x_i \in X ), where ( i = 1, 2, 3, \ldots, T ).</td>
</tr>
<tr>
<td><strong>Output:</strong> New synthetic values ( N )</td>
</tr>
<tr>
<td>( R = \text{(int)}(R/100) )</td>
</tr>
<tr>
<td>for ( i = 1 ) to ( M ) do</td>
</tr>
<tr>
<td>1. Find ( K_{x_i} ) of ( x_i )</td>
</tr>
<tr>
<td>While ( R \neq 0 ) do</td>
</tr>
<tr>
<td>1. Select a random value from ( K_{x_i} ); ( x_i )</td>
</tr>
<tr>
<td>2. Select a random number ( \gamma \in [0,1] )</td>
</tr>
<tr>
<td>3. New synthetic value = ( x_i + (x_{k_j} - x_i) \gamma )</td>
</tr>
<tr>
<td>4. Append New synthetic value to ( N )</td>
</tr>
<tr>
<td>5. ( R = R - 1 )</td>
</tr>
<tr>
<td>end while</td>
</tr>
<tr>
<td>end for</td>
</tr>
</tbody>
</table>

3.3 Feature Selection

In bankruptcy prediction problem, feature selection is an important pre-processing step with machine learning based models and high dimensional datasets [28]. The high dimensional dataset with some machine learning classifiers may lead to wasting memory storage and consuming long running time. Feature selection methods help in removing redundant and irrelevant features from datasets while keeping the most effective features. Choosing a good feature selection method improves prediction performance and minimizing the complexity of classification models [38]. In the proposed model, the
filter-based and wrapper-based feature selection methods were applied in the pre-processing step to select relevant and dependent variables from the Polish dataset.

### 3.3.1 Filter based feature selection

The filter-based feature selection method is independent of any machine learning technique. By using univariate statistics, the filter method can analyze the features properties [39]. The filter method generates the best subset of features with the highest score by calculating scores for each feature [19]. The CFS method is the most commonly used filter-based methods. The proposed work applied the CFS as a pre-processing feature selection step.

CFS is a linear method to measure the relevance between features and target class. It selects a good relevance subset of features which contain the highest correlated features with target class. However, the features in the selected subset are uncorrelated to each other [3]. CFS uses a heuristic method to evaluate the importance of features and if features can highly contribute to the decision of the target class [40].

### 3.3.2 Wrapper-based feature selection

Wrapper method depends on a machine learning predictor. It relies on the greedy search algorithm and generates all possible combination of features, then the best subset of features is selected based on the high-performance scores of the machine learning predictor. The wrapper method requires very high computational complexity more than the filter method [41]. However, the wrapper methods have a better performance than filter methods in some cases [42].

The proposed model applied two wrapper feature selection methods which are Sequential Feature Selection (SFS) and Recursive Feature Elimination (RFE) based on CatBoost predictor with accuracy as a performance metric.

- **Sequential Forward Selection**

  SFS is a widely used wrapper method. It is based on the greedy search algorithm to select the perfect subset of features based on the importance score of each feature. It calculates the score of each feature based on the predictive technique CatBoost to filter out redundant features from initial dataset. Initially, the SFS adds the feature with the highest score to the initial subset of features. After that, the SFS sequentially calculates the score of the remaining features to add the most significant features to the subset of selected features until the predetermined number of features by the user [17].
• **Recursive Feature Elimination**

RFE is a popular and flexible wrapper feature selection method. It is based on backward selection strategy to select the most optimal subset of features. It begins by constructing the CatBoost predictor with initial set of features to score the importance of each feature based on their coefficients. After that, RFE eliminates the lowest importance features from the initial set of features to obtain a new subset of features. RFE recursively reconstructs the CatBoost predictor to score importance of features with the new subset of features until a predetermined number of features [43].

### 3.4 CatBoost Classifier

CatBoost classifier is an enhancement of the GBoost technique [43]. In 2018, CatBoost was developed by [23], [24]. It showed a robust performance in many machine learning applications especially in finance [22]. The CatBoost technique provides high performance with its default parameters without the need to waste time in tuning parameters. It depends on a symmetric DT as a base ensemble classifier. In the training step, the GBoost uses the same samples to estimate the gradients boosting which could lead to prediction shift problem. CatBoost technique attempts to solve the prediction shift problem that may lead to overfitting as in GBoost [25]. Most of the bankruptcy datasets contain categorical data. Converting categorical features to numeric features is a very important step, this step may lead to overfitting problem. Various training datasets are needed in the training step to avoid overfitting in converting categorical features, but this process is not available. CatBoost technique has two outstanding functions to overcome overfitting problem more than any other GBoost technique. First, it applies order boosting technique to overcome prediction shift problem. Second, it can handle categorical features without need for any pre-processing step to encode categorical features [22]. CatBoost technique performs various random permutations to ensure a robust choosing for the leaf node to build a powerful structure of the based DT classifier without overfitting problem. The predicted label for each instance is calculated according to [24] as shown in Eq.(1)

\[
L(x) = m_i \mathbb{I}_{x \in R_i}
\]

Such that \(L(x)\) represents the function of DT, and \(R_i\) is the disjoint region compatible with the leaves of the DT. The CatBoost techniques shows a high performance as a feature selection predictor to determine the importance score of each feature [22]. The proposed model applied CatBoost in the pre-processing step as a feature selector and also in constructing the main model as a machine learning classifier. Table 1 presents the tuned parameters of the CatBoost as a feature selector and machine learning classifier.

<table>
<thead>
<tr>
<th>Feature selector</th>
<th>Verbose</th>
<th>iterations</th>
<th>estimators</th>
<th>random_state</th>
<th>l2_leaf_reg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feature selector</td>
<td>0</td>
<td>1000</td>
<td>-</td>
<td>42</td>
<td>5</td>
</tr>
<tr>
<td>Classifier</td>
<td>0</td>
<td>-</td>
<td>100</td>
<td>42</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 1: Meta-parameters of CatBoost technique
For the parameters in Table 1, the number of estimators represents how many trees will be used in the algorithm, selecting too many trees increases the complexity of the model as well as the training time while selecting too few trees may lead to low accuracy, here we selected 100 trees which allows the model to gain high accuracy without increasing the model complexity. The number of iterations and the coefficient of the l2 regularization of the cost function are selected by try and error, here we needed 1000 iterations to gain reasonable accuracy. Other hyper-parameters were selected as the default value of the parameter which are tuned by the python package.

4. The evaluation of Performance

This section introduces the used dataset to construct the proposed model. Also, it describes the performance measures that are used to evaluate the prediction performance of the proposed model.

4.1 Polish Enterprises Dataset

The prediction performance of the proposed model is evaluated based on the Polish enterprises’ dataset. The Polish dataset is available online on the University of California Irvine (UCI) Machine Learning Repository [34]. It contains five real-life classification datasets with different periods [2]. Table 2 contains the basic information of the used Polish dataset. The bankrupt enterprises were evaluated from 2000 to 2012 and the non-bankrupt enterprises were evaluated from 2007 to 2013. The Polish dataset has missing values in its five periods.

In most cases, missing values reduce the accuracy of machine learning models because they may bias classification results. The basic approaches for handling missing values are deleting rows with missing values or imputation of missing values. Drop missing values is the worst solution since it causes the loss of some valuable data. Imputing the missing values is the best solution to replace missing values with the most approximate values based on each feature. It also provides the ability for machine learning models to train with a large number of records to enhance prediction performance. The missing values within instances in Polish dataset were filled by the mean value of each feature independently. The Polish dataset has an imbalanced class distribution ratio between the classification classes as many credit datasets [1].

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Features</th>
<th>Non-bankrupt institutions</th>
<th>Bankrupt institutions</th>
<th>Records</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polish-1st</td>
<td>64</td>
<td>6756</td>
<td>271</td>
<td>7027</td>
</tr>
<tr>
<td>Polish-2nd</td>
<td>64</td>
<td>9773</td>
<td>400</td>
<td>10173</td>
</tr>
<tr>
<td>Polish-3rd</td>
<td>64</td>
<td>10503</td>
<td>495</td>
<td>10008</td>
</tr>
<tr>
<td>Polish-4th</td>
<td>64</td>
<td>9277</td>
<td>515</td>
<td>9792</td>
</tr>
<tr>
<td>Polish-5th</td>
<td>64</td>
<td>5500</td>
<td>410</td>
<td>5910</td>
</tr>
</tbody>
</table>

Table 3 shows a sample of the selected features that have high correlation to the target class for the datasets used in evaluation where the correlation is greater than 0.8.
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Table 3: The highly correlated features to the target class

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Number of Highly Correlated Features</th>
<th>Highly Correlated Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polish-2nd</td>
<td>64</td>
<td>All the features are correlated</td>
</tr>
<tr>
<td>Polish-3rd</td>
<td>48</td>
<td>All the features are correlated except ['Attr2', 'Attr3', 'Attr6', 'Attr7', 'Attr10', 'Attr11', 'Attr14', 'Attr18', 'Attr22', 'Attr25', 'Attr35', 'Attr36', 'Attr38', 'Attr48', 'Attr51', 'Attr59']</td>
</tr>
<tr>
<td>Polish-4th</td>
<td>64</td>
<td>All the features are correlated</td>
</tr>
<tr>
<td>Polish-5th</td>
<td>52</td>
<td>All the features are correlated except ['Attr19', 'Attr23', 'Attr30', 'Attr31', 'Attr39', 'Attr42', 'Attr43', 'Attr44', 'Attr49', 'Attr56', 'Attr58', 'Attr62']</td>
</tr>
</tbody>
</table>

4.2 Performance Evaluation of The Proposed Model

To evaluate the classification performance of the proposed model in predicting bankruptcy problem with more reliable results, three performance measurements are used. The performance measurements are accuracy, Area Under the Curve (AUC) and F-score. The evaluation indicators of the used performance measures are represented by 2x2 confusion matrix as shown in Table 4. Based on the bankruptcy prediction problem, True Positive (TP) and True Negative (TN) are the correctly classified bankrupt and non-bankrupt classes, respectively. Moreover, False Negative (FN) and False Positive (FP) are the misclassified bankrupt and non-bankrupt classes, respectively.

Table 4: The indicators of the performance measurements

<table>
<thead>
<tr>
<th>Actual class</th>
<th>Predicted bankrupt</th>
<th>Predicted non-bankrupt</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bankrupt</td>
<td>TP</td>
<td>FN</td>
</tr>
<tr>
<td>non-bankrupt</td>
<td>FP</td>
<td>TN</td>
</tr>
</tbody>
</table>

**Accuracy:** Accuracy is the most widely used performance measure to represent efficiency of machine learning models. Accuracy is estimated by the ratio between the correctly predicted instances and the total number of instances as show in Eq. (2) [26].

\[
\text{Accuracy} = \frac{TP+TN}{TP+FP+TN+FN} \quad \text{Eq. (2)}
\]

The accuracy cannot differentiate between bankrupt and non-bankrupt instances, so the proposed model depends on two other performance measures [2].

**AUC:** AUC ratio is the most robust performance measure to evaluate the overall performance of binary classification problems. It shows a high ability in bankruptcy prediction with machine learning models to differentiate between bankrupt and non-bankrupt classes. The Receiver Operating Characteristic (ROC) curve is used to calculate the AUC, which measures the efficiency of the applied model to balance between FP and TP rates [44].
**F-score**: F-score combines between precision and recall and is defined as the harmonic average between them as shown in Eq.(5). The precision and recall ratio are presented in equations Eqs.(3) and (4), respectively. It cares more about FP and FN. Its high ratio is close to 1 [45].

\[
\text{Precision} = \frac{TP}{TP + FP} \quad \text{Eq. (3)}
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \quad \text{Eq. (4)}
\]

\[
\text{F-score} = \frac{2 \times \text{Precision \times Recall}}{\text{Precision + Recall}} \quad \text{(5)}
\]

5. **Experimental Results**

This section presents the experimental results of the proposed model to predict bankruptcy problem. Table 5 shows the performance of the proposed model based on CFS, SFS and RFE feature selection methods, respectively. Thirty out of the 64 features were selected based on the used wrapper methods. The proposed model combined the SMOTE oversampling technique with tuned CatBoost machine learning classifier on the Polish dataset. The used Polish dataset were split into 80% for constructing the proposed machine learning model, while 20% of the Polish dataset were used to evaluate prediction performance. The experiments were evaluated on NVIDIA GEFORCE GPU with Intel CORE i7, 2.6 GHz and 8 GB RAM using python language.

<table>
<thead>
<tr>
<th>Feature selection method</th>
<th>Measure</th>
<th>Polish-1st</th>
<th>Polish-2nd</th>
<th>Polish-3rd</th>
<th>Polish-4th</th>
<th>Polish-5th</th>
</tr>
</thead>
<tbody>
<tr>
<td>CFS</td>
<td>Accuracy</td>
<td>0.96515</td>
<td>0.98133</td>
<td>0.96906</td>
<td>0.96682</td>
<td>0.94924</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>0.90658</td>
<td>0.92110</td>
<td>0.93450</td>
<td>0.93394</td>
<td>0.94209</td>
</tr>
<tr>
<td></td>
<td>F-score</td>
<td>0.57</td>
<td>0.68</td>
<td>0.67</td>
<td>0.64</td>
<td>0.68</td>
</tr>
<tr>
<td>SFS</td>
<td>Accuracy</td>
<td>0.98293</td>
<td>0.97936</td>
<td>0.96811</td>
<td>0.96069</td>
<td>0.94670</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>0.95744</td>
<td>0.91917</td>
<td>0.93222</td>
<td>0.92556</td>
<td>0.93897</td>
</tr>
<tr>
<td></td>
<td>F-score</td>
<td>0.76</td>
<td>0.66</td>
<td>0.66</td>
<td>0.62</td>
<td>0.66</td>
</tr>
<tr>
<td>RFE</td>
<td>Accuracy</td>
<td>0.98435</td>
<td>0.97543</td>
<td>0.96716</td>
<td>0.96069</td>
<td>0.95347</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>0.97077</td>
<td>0.91974</td>
<td>0.93093</td>
<td>0.93088</td>
<td>0.95163</td>
</tr>
<tr>
<td></td>
<td>F-score</td>
<td>0.78</td>
<td>0.61</td>
<td>0.65</td>
<td>0.61</td>
<td>0.70</td>
</tr>
</tbody>
</table>

Regarding the Polish-1st dataset, the proposed model shows a better performance with wrapper-based feature selection methods (SFS and RFE) more than the CFS. The RFE could efficiently determine the relevant features and prove a higher performance more than the SFS method. In general, the difference in performance between used wrapper methods is very slight. However, the SFS requires a high computation and consume running time. The SFS spent much time to extract the most important features in the training step. The CFS could only determine 19 features which are correlated with the target class. It cannot determine the accurate correlation between features, so with 19 features the CFS could not prove a high-performance measure.

Regarding the Polish-2nd dataset, the CFS method proved the better performance measures. The CFS selected all the features as correlated with the target class, so it did not miss any feature that might be
correlated with the target class. The SFS follows the CFS method in the performance measures. The F-score difference between the CFS and RFE is about 0.07.

Regarding the Polish-3rd dataset, the difference between the three used feature selection methods is very slight is about 0.001, but the CFS method proved the better performance followed by the SFS. The CFS selected 48 features correlated with the target class.

Regarding the Polish-4th dataset, the CFS selected all the 64 features as correlated with target class. The CFS proved the better performance followed by RFE then SFS. It showed the best F-score measure which indicates its high ability to distinguish between bankrupt and non-bankrupt classes.

Regarding the Polish-5th dataset, the RFE proved the better performance measures followed by the CFS then SFS. Despite of the large number of features which is 53, the RFE conquered the CFS method.

Figure 2-Figure 4 present the performance measures of the proposed model in terms of accuracy, AUC and F-score, respectively.

![Accuracy measure](image)

**Figure 2:** Accuracy performance measure of proposed model

![AUC measure](image)

**Figure 3:** AUC performance measure of proposed model
Table 6 presents the experimental results of the previous studies on the five years of Polish dataset.

<table>
<thead>
<tr>
<th>Author</th>
<th>Measure</th>
<th>Polish-1st</th>
<th>Polish-2nd</th>
<th>Polish-3rd</th>
<th>Polish-4th</th>
<th>Polish-5th</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vicente García et al.</td>
<td>Accuracy</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2019 [29]</td>
<td>AUC</td>
<td>0.923</td>
<td>0.879</td>
<td>0.900</td>
<td>0.901</td>
<td>0.936</td>
</tr>
<tr>
<td></td>
<td>F-score</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Tsai 2020 [30]</td>
<td>Accuracy</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>0.917</td>
<td>0.959</td>
<td>0.958</td>
<td>0.950</td>
<td>0.892</td>
</tr>
<tr>
<td></td>
<td>F-Score</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Smiti and Soui 2020</td>
<td>Accuracy</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>[2]</td>
<td>AUC</td>
<td>0.965</td>
<td>0.950</td>
<td>0.968</td>
<td>0.969</td>
<td>0.950</td>
</tr>
<tr>
<td></td>
<td>F-score</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Zhang et al. 2021</td>
<td>Accuracy</td>
<td>0.98172</td>
<td>0.97621</td>
<td>0.97583</td>
<td>0.97136</td>
<td>0.96863</td>
</tr>
<tr>
<td>[14]</td>
<td>AUC</td>
<td>0.93622</td>
<td>0.89494</td>
<td>0.89905</td>
<td>0.95528</td>
<td>0.95439</td>
</tr>
<tr>
<td></td>
<td>F-score</td>
<td>0.74510</td>
<td>0.57692</td>
<td>0.66265</td>
<td>0.76272</td>
<td>0.77120</td>
</tr>
</tbody>
</table>

In what follows, the comparison between the proposed model and previous benchmark studies presented by [29], [30], [2] and [14] are discussed. These previous studies used only the AUC as a performance measure. However, the proposed model and the previous study by [14] depends on three performance measures (accuracy, AUC and F-Score).

Regarding the Polish-1st, the AUC ratio of the proposed model with used wrapper feature selection methods (SFS and RFE) is much better than the proposed models by [29], [30] and [14]. The proposed model with RFE has a better AUC ratio better than [2]. Also, the proposed model with wrapper feature selection has a better accuracy and F-score more than [14].

Regarding the Polish-2nd, the AUC ratio of the proposed model with the three used feature selection methods (CFS, SFS and RFE) is much better than the proposed models by [29] and [14]. The proposed model with CFS and SFS feature selection methods has a better performance accuracy more than [14]. However, the difference between the proposed model with RFE and [14] according to the accuracy is
only 0.001. The proposed model with the three used feature selection methods outperforms the performance of [14] according to F-score.

Regarding the Polish-3rd, the AUC ratio of the proposed model with the three used feature selection methods (CFS, SFS and RFE) is much better than the proposed models by [29] and [14]. The proposed model with CFS and SFS feature selection methods has a better performance according to F-score more than [14]. The proposed model care more about AUC ratio as the most accurate measure with classification problems especially when previous models used imbalanced dataset as [14].

Regarding the Polish-4th, the AUC ratio of the proposed model with the three used feature selection methods (CFS, SFS and RFE) is much better than the proposed model by [29].

Regarding the Polish-5th, the AUC ratio of the proposed model with the three used feature selection methods (CFS, SFS and RFE) is much better than the proposed models by [29] and [30]. The AUC ratio of the proposed model with RFE is much better than [2]. The difference between the proposed model and the proposed model by [14] according to the AUC ratio is only 0.003.

6. Conclusion and Future Work

This research paper aims to solve the bankruptcy prediction problem using machine learning techniques. One of the major challenges facing the machine learning techniques is dealing with highly imbalanced dataset. Hence, the proposed research aims to develop an efficient model, throughout combining the CatBoost ensemble classifier for predicting bankruptcy with the SMOTE oversampling technique and several feature selection techniques. The proposed model focused on SMOTE re-sampling technique to avoid drawbacks of random oversampling technique. Based on evaluating the results, it became appeared that the proposed model with CatBoost classifier as an auxiliary method in the wrapper feature selection process, showed promising results in predicting bankruptcy.

The proposed model was applied on five different datasets of Polish enterprises across different periods. The missing values of these datasets are handled by replacing the missing value with the mean value of each feature, this handling method when combined with the CatBoost classifier achieved a high classification accuracy. We observed that CFS method can show a better performance relative to wrapper methods in dealing with large number of instances. This is because the CFS method has the ability to extract the features that are highly correlated with target class. On the other hand, the wrapper feature selection methods showed a better performance relative to the CFS method in dealing with small number of instances. The future work is to apply the proposed methodology to larger datasets to ensure the reliability of the obtained results.
References


Intelligent Model for Enhancing the Bankruptcy Prediction with Imbalanced Data Using Oversampling and CatBoost


Intelligent Model for Enhancing the Bankruptcy Prediction with Imbalanced Data Using Oversampling and CatBoost
