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Abstract: Automated   Driving   Systems   (ADS) and    Advanced   Driving     Assistance    Systems (ADAS) are 

widely investigated for developing safe and intelligent transportation systems. A common module in 

both systems is road objects monitoring, in which the semantic segmentation for road scene 

understanding has encountered lots of challenges. Due to the rapid evolution in technologies applied in 

vision-based systems in many fields, diverse techniques and algorithms have emerged to tackle such 

limitations, as invariant-illumination conditions, shadows, false positives, misdetections, weather 

conditions, real time processing and occlusions. A comparative   study is   conducted in this   paper for 

vehicle detection and tracking methods applied on images and streams produced from monocular 

cameras and sensors in ADAS and ADS in terms of the aforementioned problems, the used dataset, 

along with the extracted features and the associated evaluation criteria. The study deduces the 

limitations of   the   current state-of-art   techniques   in   such particular systems and highlights the main 

directions that can be ado   ted for future research and investigations. 
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1. Introduction  

Safe and Intelligent transportation systems are becoming a need nowadays for providing more safe and 

luxurious driving environment. New Autonomous Driving Systems (ADS) or Advanced Driving 

Assistance Systems (ADAS) are taking a lead to be developed by most automobile industries [1]. In the 

last few years, car industries equipped modern cars with ADAS functionalities [2] such as lane 

departure warnings, electronic stability controls, lane keep assists, anti-lock brake systems, …, etc. 

Incremental steps have then been taken towards more advanced assistance systems, like collision 

avoidance, automated parking and systems for on-road vehicles detection and tracking [3]. 

 

ADS have also been investigated widely, taking part in car industries to manufacture a car that can drive 

and take decisions or apply maneuvers on its own with the same efficiency as humans [4] or may be 

better in avoiding human possible mistake that could happen due to the driver’s distraction or fatigue 

[5]. ADS and ADAS have many common modules that must be fulfilled in order for their functionalities 

to operate properly, such as road monitoring [6]. Monitoring roads requires accurate capturing and 

analysis of road images (captured by cameras) or readings (captured by sensors) or both [7].  

To apply road analysis, road objects such as the road itself, lane lines, traffic signs, pedestrians, vehicles 

with different types or any obstacle that may appear in the middle of the road accidentally, must be 

specified at first. After that each road object can be either detected [8] or detected and tracked [9] to 

analyze its position and\or its motion with respect to the road scene captured by either monocular 

camera(s) or multiple sensors, as illustrated in Figure 1. For detecting and tracking road objects, both 

ADS and ADAS still face many challenges and problems that require lots of research and experiments 

before they can be applied in real life, such as weather conditions [10], [11], lighting conditions [12], 

occlusions [13], shadows [14] and real time processing [15]. These problems resulted either when using 

cameras or other sensors, even after applying different methods to handle images with low qualities 

[16].  

 

 
 

Figure. 1: Road Objects Classification for Road Objects Monitoring in ADS and ADAS 
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The main scope of this study focuses on vehicles as a single kind of road objects. It investigates the 

methods used for vehicles detection     only, and vehicles     detection     and      tracking in terms of the previously 

mentioned problems, while differentiating between the methods that applied tracking using monocular 

cameras and fusion between cameras and other sensors, such as Radars and Lidars [17].  

 

Thus, the summarization of the main contributions of this study can be listed as follows:  

 It provides a comprehensive study for the methods considered for vehicles detection, as well as 

both vehicles detection and tracking in ADAS and ADS, revealing their main strengths and 

limitations 

 It deduces the common limitations encountered by both ADAS and ADS with respect to 

vehicles detection and tracking in the road objects monitoring phase. 

 It highlights the main challenges that should be considered in future research directions for 

further investigation. 

  

The next sections are   organized   as   follows. Section   two   discusses   the   methods   considered   for   vehicle 

detection only. Section three presents the methods investigated for both vehicle detection and tracking. 

Finally, section four provides an analytical discussion for the current state-of-the-art in   regard   to these 

systems and concludes the main directions that can be adopted in the future for further investigation and 

research. 

 

2. Techniques for Vehicles Detection Only 

 

Detecting   objects is the initial   step in recognizing or tracking   that object    and sometimes   the   detection 

methods can be used without modifying in tracking that object. Hence, this section discusses the 

methods that detect and recognize vehicles in road images or video streams in terms of the five 

considered problems: weather conditions, lighting conditions, occlusions, shadows and real time 

processing, as well as the used dataset for evaluation along with the evaluation criteria, the extracted 

features, and their limitations. 

 

In [18], authors proposed a system that detects vehicles based on monocular and stereo visions. In the 

monocular based vision, they used the symmetry map for detection and tested their system on ARGO 

[19], which is a modified vehicle used for experiments only, that is used for vision   algorithms testing 

applied with autonomous  systems. However, they still need to make a better integration between 

software and hardware for better performance and speed. Authors in [20] proposed vehicle detection 

system that uses Gabor filter and SVM for feature extraction and classification, respectively. They 

applied their system on their own datasets, and they still need to conduct further comparisons using 

other types of features, Gabor filter parameters more optimized and perform a feature selection step or 

may be features fusion. In [21], authors have designed a system that detect vehicles composing of two 

steps. Multi-scale hypothesis generation was applied as the first step at which they tried to detect the 

rear view of the vehicle by applying an edge detector. While appearance-based hypothesis verification 

was applied at the second     step, at which they used Haar Wavelet Transform and SVM. The system was 

applied on their dataset and succeeded to detect vehicles. However, when they tried their system on 

abnormal weather and lighting conditions the system’s performance degraded and the hypothesis step 

was taking so much time. 
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In [22], a system for detecting multi-vehicles         from images captured by a traveling vehicle was proposed. 

This system introduced an approach called   evolutionary  Gabor  filter optimization (EGFO) which 

optimizes the parameter set of Gabor filter and they integrated it with genetic algorithms with a 

clustering approach applied incrementally for feature extraction. As for the classification stage they 

used the SVM algorithm. They tested their system on their own dataset, and they found that they still 

needed to reevaluate their system using other data sets and different filters types and schemes for 

selection by explicitly encoding selection in the chromosome. A vehicle detection system was proposed 

in [23] where they used gradient maxima localization and AdaBoost for feature extraction and 

classifications, respectively. They tested their system on their own dataset, and they found that very 

distant vehicles were not detected by their system and that they needed to increase their training set. 

 

In [24], the Faster R-CNN      performance       was improved to detect vehicles more efficiently. Their method 

was applied on KITTI’s dataset [25], but when it was compared to some   state-of-the-art   methods, it 

showed a more enhanced performance but only on the easy set of videos. Whereas when it was applied 

on the moderate and hard sets, which contained more challenging lighting conditions and occlusions, it 

was not good. Authors in [26] proposed a system that can detect vehicles in complex environment with 

diverse vehicle types at real-time scenarios. Two different HOG descriptors were generated to extract 

the features of vehicles and then SVM and AdaBoost classifier were used at the classification step. They 

used the GTI-UPM vehicle dataset [27] for training and real traffic video scenes while testing. They 

have achieved a good detection rate however occlusion was the main challenge for them that they could 

not overcome. 

 

In [28], authors detected the position of the front vehicle and estimated the inter-vehicle distance for 

forward collision warning systems in urban/suburb scenes using canny edge detection, Hough transform 

and density-based   spatial      clustering   of      applications     with        noise techniques [29] for detecting vanishing 

points. The front vehicles were detected using the shadow feature and validated the hypothesis        

generation (HG) by applying HOG and SVM as feature descriptor and classifier, respectively over five 

test videos. However, some limitations were encountered, including light reflection that can be very 

strong, which may lower detection rate and increase FAR. In addition, real-world applicability was not 

examined, and thus, several factors such as weather conditions (as a sunny/rainy day), road 

environments (either urban/suburb roads, structured roads, or highways), lighting conditions (whether 

day/night times) and traffic flow were not considered in their test. Another two staged cascade detectors 

have been combined in [30] in a HybridNet system. They used CNN-based networks in their systems 

with adding extra transitional stage to map proposals on high resolution feature maps between the two 

stages. They tested their system on both KITTI and PASCAL VOC2007 [31] datasets. But yet, they had 

to enhance their performance in terms of accuracy and response time to meet up the requirements of a 

real time system. 

 

In [32], authors proposed a method for detecting   vehicles using color   intensity   segregation that was 

applied on video sequences with different resolutions from KITTI vision dataset. This method 

composed of two phases. The first phase can be considered as the feature extraction stage at which they 

extracted the ROI by applying multiple convolution operations and Hough Transform. At the second 

stage, they applied Gaussian filter followed by Intensity gradient generation and finally Hysteresis 

threshold operation to detect the vehicle. The performance of this method was proven to be   robust   to 

different illumination conditions, including rainy/sunny/cloudy circumstances, as well as to 

disorderly/messy backgrounds and shadows when applied on various video qualities. However, it was 

not used for vehicle tracking, and sufficient details must exist in the video for proper ROI extraction.  
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An adaptive system robust to lighting conditions was presented in [33] for vehicle detection that can 

work efficiently in real time scenarios. Three different lighting categories were considered: day, dusk 

and dark and depending on which category was found by the reconfigurable part a choice is done to use 

which path. Deep belief networks (DBN) and SVM were used for detection and classification, 

respectively in dark light scenarios, whereas HOG and SVM were used for detection and classification, 

respectively, in day  and dusk scenarios. They trained and tested their system on GTI-UPM vehicle 

dataset for dusk and day scenarios and used the vehicle dataset for night times (SYSU) [34] for   dark     

light  scenarios. Authors in [35] have conducted a comparative study between five deep learning 

techniques for detecting objects on KITTI dataset for vehicle detection, which are RetinaNet, R-FCN, 

faster R-CNN, YOLOv3, and SSD. This study claimed that R-FCN and SSN achieved high accuracy 

levels. However, the best choices that can meet up with real time scenarios were SSD, YOLOv3 and 

RetinaNet. Nonetheless, they also faced a challenge balancing the accuracy and real-time performance. 

 

Multi-vehicle detection       and       tracking in complex    urban   environment were investigated in  [36], in which 

a combination of features was used for Harr and HOG feature extraction approaches. The cascaded 

structured AdaBoost classifier was considered to select some HOG features for classification to apply 

SVM classifier over INRIA Cars dataset. However, the proposed algorithm was not evaluated on a real 

ADAS and was not tried in extended scenarios. The fast target detection, occlusions and slow feature 

training were not handled. Besides, false positive was sometimes produced because of the existence of 

interfering targets. A vehicle detection method was presented in [37] based on multi-sensor fusion. A 

Lidar and a camera were used together for extracting and detecting vehicles in an image. A max-min 

elevation map was constructed, and some morphological and clustering operations were applied on it. 

After that the classification were done using YOLOv3 algorithm. They tested their system on KITTI’s 

dataset. However, some drawbacks were found in their system, for instance if the vehicle object was too 

far the lidar could not scan it. Also, if a large object was too close a part of it could be detected as w 

new object which fails in the classification stage. The vehicle detection methods are comprehended in 

Table 1. 

 

3. Techniques for Both Vehicles Detection and Tracking  

 

In this section, we discuss the methods that detected and tracked vehicles in road images or video 

streams taken by monocular camera or multiple sensors in terms of the five problems in concern, the 

used dataset for evaluation, along with the evaluation criteria, extracted features and their limitations. 

 

3.1 Using Monocular Cameras 

 
In [38], authors introduced a system that detected and tracked vehicles and can operate in real time. For 
detection, they used Harris features and an edge following algorithm while for tracking they used 
Hidden Markov Model (HMM) and they tested their system on their own video dataset sequences. 
However, they found some limitations in their system such as more complex probability density 
functions for    unsteady    motion    during several driving conditions, distant   vehicles can’t be detected all 
times and finally, the importance of assembling indication for a motion during time periods when the 
spectator vehicle travels at fairly high rapidity. Authors in [39] proposed a system which is able to work 
at   real-time  scenarios to detect    and   track vehicles using WaldBoost detector (WB) and modified the 
Tracking Learning Detection (TLD) in [40] for better tracking results. They also introduced the Toyota 
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Motor Europe (TME) dataset and tested their system on it, achieving acceptable tracking accuracy 
results in various lighting conditions and partial occlusions. However, the system had some limitations 
such as: target whose width was beyond 60 pixels caused accuracy problems, close targets take a lot of 
validation time and low performance on trucks. 
In [41], authors studied algorithms to detect and track vehicles from their own video streams. In the 
detection stage they used HOG and an improved version of Adaboost for feature extraction and 
classifying, respectively. While for tracking, they used Harris detector, and normalized cross correlation 
classifier. Their proposed method can be used for real time systems however their algorithms are a bit 
slow they always assume that the ground is flat which does not coincide with reality and finally if they 
studied the vehicles behavior, they could improve their accuracies. Authors in [42], introduced a new 
dataset that is built using four high resolution monocular cameras which presents different viewpoints 
for a full surround analysis. They used their dataset to test vehicle detection, tracking and to understand 
the vehicle’s behavior which can help in ADAS. They applied deformable part models pre-trained on 
KITTI’s dataset with HOG descriptor for vehicle detection, and modified Markov decision process 
tracker for tracking. 
In [43], a detection and tracking system was presented using a symmetric computation based on HOG 
along with Adaboost classifier for detection and a motion-based model using the adaptive Kalman filter  
for tracking. They tested their system on TME motor vehicle dataset [39] which was built using a 
camera that captured the front vehicle on urban roads.  They still needed further investigation as false 
detection rates can be produced from the shadows casted on the road by signs on roadside, buildings, 
and trees. A vehicle tracking model was introduced in [44] based   on   Gaussian   Mixture   Probability   

Hypothesis   Density   filter (GMPHD). They used Haar-like features and Adaboost classifier for feature 
extraction and detection, respectively. They tested their system on TME motor vehicle dataset and the 
results proved that it can be applicable to systems that operate at real   time. However, their system can 
work well only on optimal light conditions as non-optimal lighting conditions limits the number of 
features available to track. 
A simple tracker was introduced in [45] using the IoU (Intersection over Union) technique. Their main 
idea was to track vehicles by detection them. The detection was done using Evolving Boxes detector 
(EB) and after that the IoU was applied to simply track vehicles. They applied their method on 
DETRAC vehicle tracking dataset [46], which consisted of traffic surveillance videos. Their method 
was so fast but still lower frame rates and more complicated occlusions can reduce the system accuracy. 
In [47], a system for vehicle detection and tracking that can operate at real time environments was 
proposed that was called DeepTrackNet. They evaluated their system using Mobilenet Single Shot 
Multi Box Detector, Faster-RCNN and R-FCN for detection and for tacking they used three   feature-
based   online trackers  and deep   regression   network for testing. They tested their system on the Visual 
tracker benchmark TB-100 video sequences [48]. Their system had proven to be reliable to be used in 
real time systems, but they may need to use quantization, pruning and network optimization for 
reducing the model size. 
Authors in [49] proposed a vehicle detection    and   tracking system that can work    in   real   time   scenarios. 

They combined HOG, color     histogram    features   and   color   spatial   features together to represent a vehicle 

and for classification they used the SVM classifier. After that they designed a pipeline for tracking the 

detected objects by means of active heat-maps. Their system can operate fast enough such that it can be 

used for tracking. They tested their system on GTI-UPM and KITTI datasets. However, shadow patterns 

in complex scenes may cause problems. The detection and tracking methods using monocular cameras 

are summarized in Table 2. 

  

3.2. Using Multi-Sensor Fusion 
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A multi-modal system that detects, classifies, and tracks pedestrians and vehicles was proposed in [50]. 

The detection phase was done in the laser space using the Lidar whereas the classification was done in 

both laser and vision spaces. In the vision space the Haar-like features extracted in the detection phase 

were passed to the AdaBoost classifier and after that the classification decisions in both spaces were 

fused using a Bayesian sum decision rule. Finally, tracking was done using Kalman Filter. They tested 

their system on CALTECH dataset [51]. However, they still needed to increase the field of view by 

integrating more cameras in the system and investigate new methodologies and classifiers and test 

different classifier combinations for better performance 

 

Authors in [52] presented a system that detects and tracks moving objects using the fusion of different 

sensors which are cameras, Lidar, and radar. They extracted the rear-view of the front vehicle using 

stream captured from the cameras installed at the front of the vehicle. They used the extended Kalman 

filter for tracking and applied it on their own video streams. For improving their system, they still need 

to make further investigation to recognize the lane marks and sidewalks. Moving objects such as trucks, 

bikes, pedestrians and vehicles were detected   and   tracked using a   multi-sensor   fusion   system in [53]. 

Authors used three sensors to test and evaluate their system such as: camera, lidar and radar. Our main 

concern is the vision-based module in the system at which they proposed a sparse version of HOG 

descriptor for object detection and discrete AdaBoost for object classification. They also adapted the 

Markov   Chain   Monte   Carlo    approach for tracking all of     the   moving   objects. They tested their 

system on four datasets of their own: two datasets from highways areas and other two datasets from   

urban areas. 

 

In [54], a vehicle detection system was presented which was based on the integration between a camera 

and a laser scanner output. The laser scanner was used to detect hindrances and the camera was used to 

identify these extracted regions and track them. Tracking was done using Joint  Probabilistic  Data   

Association and      Unscented      Kalman   Filter       algorithms. They used a set of 28 sequences of their own to 

test their system; however further testing with new Multiple Object Tracking (MOT) techniques should 

be tested. A summary of the detection and tracking methods using the fusion of multiple sensors is 

presented in Table 3. 

 

4. Discussion and Conclusion 

 

Automated   Driving   Systems (ADS) and Advanced   Driving   Assistance   Systems (ADAS) are the most 

recently emerging autonomous systems. For these systems to work, both share the road objects 

monitoring module. In order to monitor a road, all the road’s objects must be identified and monitored 

separately using the adequate methods    for detecting   and\or   tracking. In   this paper, the   vehicle   object is 

adopted to be the main scope of the study. A comparative study is conducted to investigate the different 

vehicles detection and\or tracking methods that have been considered in scenes understanding, acquired 

by various sensors. 

Major challenges have been deduced, affecting both detection and tracking mechanisms, such as 

weather conditions, lighting conditions, occlusions, shadows, and real time processing. Accordingly, a 

comprehensive analysis has been considered for the diverse methods of vehicles detection and tracking 

in ADAS and ADS with respect to the adopted challenges. The comprehensive study has considered 

three different perspectives: 
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 Comparison between the methods detecting vehicles only. 

 Comparison between the methods detecting and tracking vehicles acquired by monocular 

camera(s). 

 Comparison between the methods detecting and tracking vehicles acquired by multiple sensors. 

In each perspective, the methods were compared in term of the used algorithm for detection and\or 

tracking, whether for a single or multiple vehicle objects, streaming type, the view of the capturing 

device, the extracted features, dataset used for evaluation, evaluation metrics, limitations, and most 

importantly, how each method handled the main challenges found. It was found that: 

 Some methods focused on tackling one or more challenges. Yet, they failed to manipulate some 

of them, while ignored the other challenges.  

 Other methods handled some of the challenges but ignored the rest. 

 A single method claimed to succeed in handling all challenges on its own built database. However, 

it was not validated for different datasets, rather, it was a very customized testing environment. 

From this conducted study, it can be concluded that: 

 The challenges faced by ADAS and ADS differ in their difficulty levels and they can be arranged as 

follows: Level 1: Occlusions (The most difficult problem to tackle), Level 2: Shadows, Level 3: 

Weather conditions, Level 4: Real time processing, and finally Level 5: Lighting conditions (The 

simplest problem). 

 Most research studies have been directed to tackle or enhance the results of solving the mentioned 

challenges from the simplest to the most difficult one, while many studies did not try considering 

the difficult challenges. 

 Challenges analysis was conducted and illustrated in Figure 2. For each challenge, the number of 

succeeded tackling attempts, failed tackling attempts, and studies that did not consider the challenge 

were tracked. It was found that Lighting conditions challenge was tackled by 65.5% of the studies, 

while 11.5% failed to tackle it, and 23% did not consider it. Real time processing challenge was 

tackled by 42.3% of the studies, while 19.2% failed to tackle it, and 38.5% did not consider it. 

Weather conditions challenge was tackled by 30.8% of the studies, while 19.2% of the studies failed 

to tackle it, and 50% did not consider it. Shadows challenge was tackled by 23% of the studies, 

while 7.7% failed to tackle it, and 69.3% of studies did not consider it. Finally, Occlusions challenge 

was tackled by 19.2% of the studies, while 19.2% of the studies failed to tackle it, and 61.6% of 

studies did not consider it. 

 Future studies should focus on handling the most difficult problems, such as occlusions, shadows, 

and weather conditions to build more accurate ADAS and ADS. This would elevate autonomous 

systems to the next level of automation; promoting safe and reliable self-driving cars.
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Table 1. A summarized comparison between the vehicle detection techniques in ADAS and ADS. 

Ref. Main Problem Algorithms used 

Stream-ing 

Type (Images/ 

Videos) 

Dataset 
Field of 

view 

Extracted 

Features 

Evalua-tion 

Criteria 

Main Problems Tackling 

Limitations 

RT. WC. LC. Sh. Oc. S\M 

[18] Vehicle detection Symmetry map 
Video 

(12.5 fps) 

Videos captures 

by ARGO 

Front 

view 

Bottom two 

corners of the 

vehicle 

Distance in meter - - - - - S A better integration between software and hardware 

[20] 

Feature extraction and 

classification for rear-view 

vehicle detection 

 Gabor filters 

 SVM 

Images 

 
Property 

Front 

view 

Sub-divided 

parts of whole 

image 

 False negatives 

 False positives 

 Average 

Accuracy 

- - √ - - S 

 Perform comparisons using other types of features. 

 Gabor filters parameters optimization. 

 Apply feature selection and/or fusion. 

[21] 
Pre-crash vehicle detection 

system 

 Edge detector 

 Haar wavelet transform 

 SVM 

Images 

 
Property  

Front 

view 

Rear view 

vehicle 
- - Х √ √ - M 

 The hypothesis generation step is slowing the system. 

 Abnormal weather and lighting conditions caused the system’s 

performance to degrade. 

[22] 

Vehicle detection from 

images 

acquired by a moving 

vehicle 

 Evolutionary Gabor Filter 

Optimization (EGFO) 

 Genetic algorithm 

 SVM  

Images 

 
Property 

Front 

view 
Edges Detection error - - √ - - M 

 Reevaluate their system using different types of filters  and 

different data sets. 

 Test diverse filter selection structures by selection encoding in 

the chromosome explicitly. 

[23] 
Real-time vision-based 

vehicle detection system 

 Gradient maxima 

localization 

 AdaBoost 

Video 

(10 fps) 
Property 

Front 

view 

Shadows 

under-neath 

vehicles 

 False detection 

 Non-detection 
√ - √ √ - M 

 Very distant vehicles were not detected. 

 Increasing the training set. 

[24] Vehicle detection Faster R-CNN Video KITTI 
Front 

view 
Whole image 

Average 

Precision (AP) 
- Х Х - Х - 

The performance is not good at challenging lighting conditions and 

occlusions 

[26] 

Vehicle Detection in 

complex environment and 

diverse types. 

 HOG 

 AdaBoost classifier 

 SVM 

Video 

(30 fps) 

 GTI-UPM  

 Real traffic 

scene  

Front 

view 

Shadows under 

vehicles 

Detection 

accuracy 
√ - √ - Х M Occlusions 

[28] 

Detection of front vehicles 

and estimation of the inter-

vehicle distance for forward 

collision warning systems in 

urban/suburb scenes. 

 Canny Edge Detection, 

 Hough Transform (HT) 

 DBSCAN  

 HOG  

 SVM  

Video 

(20–25 fps) 
Propriety  

Front 

view 

Shadow 

regions at the 

bottoms of 

front vehicles 

 Detection 

Rate (DR) 

 False Alarm 

Rate 

√ Х Х - - M 

 Light reflection. 

 Weather and lighting conditions, traffic flow, and road 

environments were not considered. 

[30] Vehicle detection. 
Two-stage cascade detector 

(CNN based) + IoU 
Video 

 KITTI 

 PASCALVO

C2007 

Front 

view 
Whole image AP Х Х - - √ M Enhance the performance in terms of speed and accuracy 

[32] 

 

 Detection of on-road 

vehicles. 

 

 Convolution operations 

 HT 

 Gaussian filter 

 Intensity gradient generation 

 Hysteresis threshold 

operation 

Video 

> 38 fps for 

input 

resolutions less 

than 

[375*1242] 

KITTI 
Front 

view 

Color intensity 

segregation 
DR √ √ √ √ - S 

 Tracking of detected vehicles. 

 Sufficient details must exist in the video for extracting the ROI 

properly. 

 

[33] 
Real-time vehicle and 

Pedestrian detection 

 Deep belief networks (DBN) 

+ SVM 

 HOG + SVM 

Video 

(50 fps) 

 GTI-UPM  

 SYSU night-

time 

Front 

view 
Whole image Accuracy √ - √ - - - - 

[36] 

Detection and tracking of 

multi-vehicle targets in 

complex urban environment. 

 Features of Harr 

 HOG 

 AdaBoost classifier features 

 SVM 

Video 

Nearly 8 fps 

(137 ms per 

frame) 

INRIA 

database 

Front 

view 

Complete rear 

view of front 

vehicles 

 True Positive 

(TP) 

 False Positive 

(FP) 

 Non- DR 

Х √ √ √ Х M 

fast target detection, occlusions, slow feature training and false 

positive can be produced. 

No real-world applicability is examined. 

Camera and background vibration causing multifaceted interfering, 

the appearance/disappearance/shelter of vehicles were not 

considered. 

[37] 
Vehicle detection in real 

time using camera and Lidar. 

 Max-Min 

 Elevation map + 

Morphological operations 

and Clustering 

 YOLO 

Images 

 
KITTI 

Front 

view 
Whole image  Mean AP √ √ √ - √ M 

  Far away vehicles were not detected by Lidar 

Large near objects can be falsely detected as a separate object. 

RT: Real-Time speed, WC: Weather Condition, LC: Lighting Conditions, Sh.: Shadows, Oc.: Occlusions, S\M: Single\Multiple objects, FPS: Frame Per Second.  
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Table 2. A summarized comparison between the vehicle detection and tracking techniques using Monocular Cameras in ADAS and ADS. 

Ref. Main Problem 

Algorithms used Streaming 

Type 

(Images/ 

Videos) 

Dataset 
Field of 

view 

Extracted 

Features 
Evaluation Criteria 

Main Problems Tackling 

Limitations 

Detection Tracking RT. WC. LC. Sh. Oc. S\M 

[38] 

Real-time in-car 

video analysis 

to detect and track 

vehicles 

 Harris Feature 

 Edge-following 

algorithm 

 

Hidden Markov 

model (HMM) 

Video 

(50 fps) 
Property Front view 

Corners and line 

segments  
Confusion matrix √ √ √ √ √  M 

 More complex probability density functions for instable motion 

are required under severe driving conditions. 

 Hard to detect far vehicles. 

 It is inevitable to accumulate evidences of motion for a duration 

of time, especially at the time the observer vehicle is at a high 

rapidity. 

[39] 
Detection and 

Tracking Vehicles 

WaldBoost 

detector 
TLD tracker Video 

TME 

motoway 
Front view Rear view vehicle  

 Precision 

 Recall 
√ - √ √ √ M 

 Cause problems when the target is having a width exceeding 60 

pixels  

 Closer targets take a lot of time to be validated. 

 On trucks systems face low performance 

[41] 
Vehicle detection 

and vehicle tracking 

in FCW systems. 

 HOG 

 Improved 

Adaboost 

 

 Harris detector 

 Normalized cross 

correlation 

Video 

24 fps 

Property 

 
Front view 

Detection: 

shadows under 

the 

vehicles 

Tracking: 

Bottom line of 

the bounding box 

for recently 

tracked vehicles. 

  TP 

 FP 
Х Х √ - - M 

 They always assume that the ground is flat which does not 

coincide with reality. 

 The used algorithms are a bit slow. 

 Studying vehicle behavior. 

[42] 

Detection, tracking, 

and vehicle behavior 

understand - 3D 

tracking via 4 

cameras. 

Deform-able part 

models with HOG 

Modified Markov 

decision process 

(MDP) tracker 

Video 

12 fps 
Property 

Front 

Rear 

Right 

Left 

Whole image 

 Recall 

 AP 

 MOTA, 

 MOTP, 

 Frag, IDS 

 MT, ML 

- - - - √ M - 

[43] 
Front vehicle 

detection and 

tracking 

 Symmetric 

computation based 

on HOG 

 Adaboost classifier 

Adaptive Kalman 

filter 

Video 

1/25 second 

per frame 

TME 

motorway  
Front view Whole image 

 DR 

 FR 

 MR 

 FPS 

Х - - Х - M 
Increased false detection rate resulting from the shadows caused on 

the road cast via roadside signs, buildings and trees. 

[44] Vehicle Tracking 
Adaboost and 

Haar-like features 

 Gaussian Mixture 

Probability 

 Hypothesis Density 

filter (GMPHD) 

Video 
TME 

motorway 
Front view Whole image Mean Error Х - Х - - M Non-optimal lighting conditions 

[45] 
Tracking Vehicles by 

detection 

Evolving Boxes 

detector (EB) 
IoU Tracker 

Video 

25 fps 

DETRAC 

vehicle 

tracking 

dataset. 

Traffic 

surveillance 

camera 

Whole image 
 Precision 

 Recall 
- - - - Х M 

The success rate is decreased due to the lower frame rates and 

Heavier occlusions. 

[47] 

Real-time detection, 

localization & 

tracking for 

autonomous vehicles 

 Single Shot Multi 

Box Detector 

 Faster-RCNN 

 R-FCN 

Feature based online 

trackers and deep 

regression network 

Video 

100 fps 

 VTB TB-

100 dataset 

 Imagenet  

dataset 

Front view Whole image 
 Overall accuracy. 

 Failure rate 
√ - - - - M 

Large model size can be reduced by network optimization, pruning 

and quantization 

[49] 
Vehicle detection-

and-tracking 

 HOG 

 Color spatial 

features & olor 

histogram features 

 SVM 

A pipeline includes 

building active heat-

maps 

Video 

25 fps 

 GTI-UPM 

 KITTI 
Front view Whole image  Testing Accuracy √ - √ Х - M Shadow patterns in complex scenes 

RT: Real-Time speed, WC: Weather Condition, LC: Lighting Conditions, Sh.: Shadows, Oc.: Occlusions, S\M: Single\Multiple objects, TME: Toyota Motor Europe Dataset MOTA: Multi-Object Tracking Accuracy, MOTP: 

Multi-Object Tracking Precision, MT: Mostly Tracked, ML: Mostly Lost, FR: False Detection Rate, MR: Missing Rate, FPS: Frame Per Second 
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Table 3. A summarized comparison between multi-sensor fusion techniques for vehicle detection and tracking in ADAS and ADS. 

 

Ref. Main Problem Algorithms used 

Streaming 

Type 

(Images/ 

Videos) 

Dataset 

Field 

of 

view 

Extracted 

Features 

Evaluation 

Criteria 

Main Problems Tackling 
Limitations 

RT. WC. LC. Sh. Oc. S\M 

[50] 

Detect, Track, 

and classify 

entities in semi-

structured 

outdoor 

scenarios for 

intelligent 

vehicles using 

Camera and 

Lidar 

 Haar Like 

Features 

 AdaBoost 

Classifier 

 Bayesian sum 

decision rule 

Video 

(13 fps) 

CALTEC

H dataset 

Front 

view 

Whole 

image 

 Hit Rate 

(HR) 

 False 

Positives 

(FP) 

- √ √ - - M 

 More cameras should be added in 

order to increase the view field. 

 Investigate new methodologies and 

classifiers and test different 

classifier combinations for better 

performance 

[52] 

Moving Object 

Detection and 

Tracking using 

Camera, Radar 

and Lidar 

Extended 

Kalman Filter 
Video Property 

Front 

view 

Vehicle 

rear-view 

 DR 

 FP per 

minute 

- √ √ - - M 

Additional contextual information 

should be studied concerning the 

urban traffic environments, like the 

existence of sidewalks and lane-

markings. 

[53] 

Detection and 

Tracking moving 

object using 

Camera, Radar 

and Lidar 

 S- HOG 

 Discrete 

AdaBoost 

 MCMC 

Video Property 
Front 

view 

Vehicle 

rear-view 
DR √ √ √ - - M - 

[54] 

Vehicle 

detection in a 

single lane using 

camera, Laser 

and GPS 

 Unscented 

Kalman filter. 

 Joint 

Probabilistic 

Data 

Association 

Video Property 
Front 

view 

Whole 

image 

 Positive 

detection. 

 Misdetect

ion 

- √ √ - Х S Testing new tracking techniques 

RT: Real-Time speed, WC: Weather Condition, LC: Lighting Conditions, Sh.: Shadows, Oc.: Occlusions 

 

 

 

 



65 Mona A. Sadik et al. 

  

 

 

Figure. 2: Challenges Analysis 
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