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Abstract:
This paper deals with images using the theory of neutrosophic, which the idea of working, on set about the degree of truth, indeterminacy, and falsity. Which helped to discover the hidden features of the images that were segmented by using neutrosophic image processing into objects and then extracting the features into the three truth, indeterminacy, and falsity levels of the image and combining these features to extract the original image features.
The proposed similarity model namely weighted Hamming distance measure that based on the single-value neutrosophic set was used to retrieve images from the database, by matching with the query image that extracted its feature in the same way.
The results showed that the proposed system is highly efficient in retrieving images compared to different distance measures such as Euclidian, Manhattan, and Minkowski.
Finally, A novel similarity model used to match the neutrosophic image features for CBIRs. In the proposed system, an image is segmented into objects, edges, and backgrounds by using neutrosophic image processing.

Key words: Neutrosophic image processing; Single-valued neutrosophic similarity; Neutrosophic theory

1. Introduction:
Content based image retrieval systems (CBIRs) [1] are among the systems that have helped in areas such as engineering, education, trade, etc. [2]. The results have shown impressive in these areas over the past several years [3]. These systems rely on the way they work to save the features extracted from the images in a database to be retrieved by matching the features of the query image with the features stored in the database through different similarities methods [4]. There are many ways to extract features from images [5], for example, but not limited to the colors, textures and regions. And through the application emerged the advantages and disadvantages of each method [6]. One of the
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most important disadvantages that have been worked on in this area is the overlap of the objects that constructed the images. The similarities methods used in the retrieval image from image database includes Minkowski and standard measures [7], statistical measures [8], divergence measures [9], and other measures [10]. One of the most important problems faced by these methods is the uncertainty areas and ways of identifying them in the databases.

Neuroscientific studies [11] have recently emerged, which is a new philosophy that extends fuzzy logic and is the basis of neutrosophic logic, probability and statistics, which study the origin, nature and scope of nature and their interactions with different spectra [12]. Through the definition of neutrosophic, which is defined as a set about the degree of truth, indeterminacy, and falsity [13]. Single-valued neutrosophic sets (SVNS) [14] were used for ease of expression in the proposed image retrieval system to resolve the problem of overlapping objects in the image as well as to identify uncertainly regions in images.

The remainder of this research is organized as follows: The second section presents a theoretical background on the neutrosophic axioms. In third section, the proposed system summarization. Use of neutrosophic theory in image processing to segmented the image according to its objects in the fourth section. Then extract the features from the segmented images that produced from the original images and clustered them to derive the original image features in section five. In the sixth section, an optimal neutrosophic similarity model was applied to retrieve the images. Section seven presents the experimental work, while the results and discussion were discussed in section eight with comparison of the proposed model for similarity in the proposed system with the other distance measures.

2. Neutrosophic axioms:

For a discourse universe \((X)\) with a generic element in \(X\) denoted by \(x\). Both of membership of truth \(T_A(x)\), indeterminacy \(I_A(x)\), and falsity \(F_A(x)\) for \((A \not\in X)\) on \(X\) is defined by [15]:

\[
T_A(x) : X \rightarrow [0^-, 1^+], \\
I_A(x) : X \rightarrow [0^-, 1^+], \\
F_A(x) : X \rightarrow [0^-, 1^+]
\]

where; \(0^- \leq sup T_A(x) + sup I_A(x) + sup F_A(x) \leq 3^+\)

Whereas the membership of both truth, indeterminacy, and falsity of singe-valued neutrosophic set (SVNS) are defined by [14]:

\[
T_A(x) : X \rightarrow [0, 1], \\
I_A(x) : X \rightarrow [0, 1], \\
F_A(x) : X \rightarrow [0, 1]
\]

where; \(0 \leq sup T_A(x) + sup I_A(x) + sup F_A(x) \leq 3\)

Assume that, \(A\) and \(B\) are SVNS, represented as:

\[A = \langle T_A, I_A, F_A \rangle, \quad B = \langle T_B, I_B, F_B \rangle\]

Then, the normalize Humming distance measure \((D^H)\) between \(A\) and \(B\) is [16]:

\[
D^H(A, B) = \frac{1}{3} (|T_A - T_B| + |I_A - I_B| + |F_A - F_B|)
\]
3. Proposed method:
The proposed method for image retrieval passes through three main phases as shown in figure 1. First, generate the database for images, the features for all images that extracted by the neutrosophic theory are stored in the database. Where the images are segmented to objects, for each object features are extracted in three levels are truth, indeterminacy, and falsity. All levels features are clustered to get the original image features. Secondly, neutrosophic features are extracted to query image as the same way of all images features are extracted. Finally, the weighted humming distance measure used to retrieve the query image from the database of images.

4. Neutrosophy Image Processing:
Depending on the idea of neutrosophic, images are treated, where the image is divided into three main elements are objects, background and blurry edges. All elements can be defined as T, F and I respectively. Where T is the degree of membership, F is the degree of non-membership and I is the degree of indeterminacy. Neutrosophy image (\(NS^{lm}\)) processing is achieved by seven phases are:

4.1. Image pre-processing:
The inherent complexity of gray level images such as brightness, contrast, edges, shape, contours, texture, perspective, shadows, and so on, is lower than that of color images. So, color images are converted to grayscale image where gray images contain one domain. The gray image pixel’s is represented by an integer between 0 and 255, i.e., using function \(F\) to convert color image \(\mathbb{R}^{n \times m \times 3}\) to grayscale image \(\mathbb{R}^{n \times m}\).

4.1.1. Neutrosophic Image Domain:
The digital image Domain \((D^{lm})\) is converted to \((Ns^{lm})\) where a pixel \(P(i,j)\) in the image is described as \(P(T, I, F)\). The meaning of \(P(T, I, F)\) that each pixel belongs to its intensity by its t% is true, i% is indeterminate and f% is false. That achieved by the following steps [17]:

4.1.2. Determine membership and non-membership degree (T and F):
The position of each pixel in an image is determined as \((P(x, y))\). Depending on the size of the image, the size of the main filter\((N \times N)\), that used to remove the noise and make image uniform is determined. Then, the S-function is used to map the intensity domain of the image \((D^{lm}_{xy})\) to new domain \((ND^{lm}_{xy})\) as [18]:
Fig.1: The proposed method for image retrieval system.
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$$ND_{xy}^m = S(D_{xy}^m, a, b, c) = \begin{cases} 0 & 0 \leq D_{xy}^m \leq a \\ \frac{(D_{xy}^m - a)^2}{(b-a)(c-a)} & a \leq D_{xy}^m \leq b \\ 1 - \frac{(D_{xy}^m - c)^2}{(c-b)(c-a)} & b \leq D_{xy}^m \leq c \\ 1 & D_{xy}^m \geq c \end{cases}$$

The parameters a, b and c values are calculated by algorithm based on histogram [19] as:

1. Calculate image histogram ($I_{Hist}$).
2. Dividing ($I_{Hist}$) to regions according the local maxima; {$I_{Hist}(R_1), I_{Hist}(R_2), ..., I_{Hist}(R_n)$}. Then, calculate the mean of local maxima regions as:
   $$\overline{I_{Hist}(R)} = \frac{\sum_{i=1}^{n} I_{Hist}(R_i)}{n}$$
3. Let first peak region be ($R_{min}$) and the last be ($R_{max}$); then find the peak greater than ($I_{Hist}(R)$).
4. Define low limit boundary ($B_L$) and upper limit boundary ($B_U$) as:
   $$\sum_{i=R_{min}}^{R_{max}} I_{Hist}(i) = f_1$$
   $$\sum_{i=B_{min}}^{i=B_{max}} I_{Hist}(i) = f_1$$
   Where the lost information was allowed in the range $[R_{min}, B_L]$ and $[B_U, R_{max}]$, and $f_1$ is constant (in experimental $f_1 = 0.0001$).
5. Determine the parameter a and c by:
   $$a = (1 - f_2)(R_{1}^{p} - R_{min}^{p}) + R_{min}^{p}$$
   if ($a > B_L$) Then $a = B_L$
   $$c = f_2(R_{max}^{p} - R_{n}^{p}) + R_{n}^{p}$$
   if ($c > B_U$) Then $c = B_U$
6. The maximum entropy ($En_{max}$) principle [20] is used to calculate the parameter b, where the optimal b will generate the largest $En_{max} (x)$ from:
   $$En_{max} (X, a, b_{opt}, c) = Max {En[X; a, b, c] | R_{min}^{p} \leq a < b < c \leq R_{max}^{p}}$$
   Where the more information contained in the image, is the greater the entropy as shown in formula:
   $$En(x) = \frac{1}{M \times N} \sum_{i=1}^{M} \sum_{j=1}^{N} Sh_n \left(ND_{xy}^m(x, y)\right)$$
   Where; $Sh_n$ is a Shannon function [21] defined as:
   $$Sh_n(T(x, y)) = -T(x, y) \log_2 T(x, y) - [1 - T(x, y)] \log_2 (1 - T(x, y))$$
   Where $x = 1, 2, ..., M$ and $y = 1, 2, ..., N$

4.1.3. Neutrosophic image enhancement:
When the new intensity domain of the image is determined, the new range is enhanced using the intensification transformation [22] as:

\[
NS_T^{lm} = E(T(x,y)) = \begin{cases} 
2T^2(x,y) & 0 \leq T(x,y) \leq 0.5 \\
1 - 2(1 - T(x,y))^2 & 0.5 \leq T(x,y) \leq 1 
\end{cases}
\]

\[
NS_F^{lm} = F_E(x,y) = 1 - T_E(x,y)
\]

4.1.3.1. Thresholding calculation:

The purpose of the image enhancement process is to provide better visual appearance and improve quality, using a combination of techniques such as: algorithms based on the human visual system [23], histograms with hue-preservation [24], JPEG-based enhancement for the visually impaired [25], and histogram modification techniques [26]. A heuristic approach is used to improve the image by identifying the thresholds that separate the new domains \(NS_T^{lm}\) and \(NS_F^{lm}\) as shown in the figure 2.

```
Let \(Th_0\) be initial threshold

for \(i = 1:n\)

Separate the new image domain into two regions according to \((Th_0)\)

\((R_1, R_2)\)

Calculate the mean value \((\mu_1, \mu_2)\) for both groups \((R_1, R_2)\) respectively.

Calculate new threshold \((Th_i):\)

\[Th_i = \frac{\mu_1 + \mu_2}{2}\]

\[i = i + 1\]

Is \(Th_i - Th_{i-1}\)

N

Y

Determine the final threshold
```

Figure 2: flowchart to determine the image domain threshold.

4.1.3.2. Determine indeterminacy (I):

When segmenting images, the texture features of the image play an important role. These are the differences in the intensity of the pixels that embedded in the objects, the background and the uncertainty areas by the image. The variation of pixel intensity can be represented by homogeneity while the change in gray levels represents by the uncertainty areas [27].

The procedure that achieved to determine the indeterminacy (I) as shown in figure 3 is:

- Calculate the standard deviation of pixel \(P(i,j)\) by using a \(k \times k\) window have a center \((x, y)\) as the formula:
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\[ SD(x, y) = \left[ \frac{\sum_{p=x-(k-1)/2}^{x+(k+1)/2} \sum_{q=y-(k-1)/2}^{y+(k+1)/2} g_{pq} - \mu_{xy}}{k^2} \right]^{0.5} \]

Where the mean of the intensity value \((\mu_{xy})\) within the window is:

\[ \mu_{xy} = \frac{\sum_{p=x-k-1}^{x+k} \sum_{q=y-k}^{y+k} g_{pq}}{k^2} \]

where \(g_{pq}\) is location pixel intensity

- Sobel operator [28] is used to calculate the uncertainty of pixels \((P(i,j))\) as:

\[ U(x, y) = \sqrt{G_x^2 + G_y^2} \]

Where the horizontal and vertical derivative approximation are \(G_x\) and \(G_y\) respectively.

**indeterminacy procedure.**

- The homogeneity is defined as normalization both of standard deviation and uncertainty as:

\[ H(x, y) = 1 - \frac{(SD(x, y)/SD_{max}) \times (U(x, y)/U_{max})}{SD_{max} \times U_{max}} \]

Where \(SD_{max} = \text{Max}\{SD(x, y)\}\) and \(U_{max} = \text{Max}\{U(x, y)\}\)

- Indeterminacy (I) can represents as:

\[ NS_{I}^{lm}(x, y) = 1 - H(x, y) \]

Then the digital image can be represented as a neutrosophic image:

\[ NS^{lm} = \{NS_{T}^{lm}, NS_{I}^{lm}, NS_{F}^{lm}\} \]

**4.1.3.3. Neutrosophic image segmentation:**

The image can be divided according to membership degree, non-membership degree and indeterminacy as an objects, edges, and background respectively. They are defined as [29]:

![Image domain](image_url)
Where $Th_T$ and $Th_F$ are the thresholds computed as shown in figure 2, and $Th_I$ is constant (=0.0001).

### 4.2. Neutrosophic binary image:

For further processing, the images are converted to the binary $(BNS^{lm})$, so both of the objects (O) and background (B) are mapped to 0 and the edges (E) are mapped to 1 as follows [30]:

$$BNS^{lm} = \begin{cases} 
0 & O(x,y) \cup B(x,y) \cup \overline{E(x,y)} = true \\
1 & Others 
\end{cases}$$

#### 4.2.1. Determine optimal segmentation boundaries:

For finding optimal segmentation boundaries in the obtained binary image, there are several algorithms are used [31]. One of the good algorithms is the watershed algorithm [32] that shown in figure 4. The following example illustrates an application of the watershed algorithm, assuming there is an overlap between two objects in a binary image (e.g. two circles) as shown in figure 5:

Fig. 5: Overlapping between two objects (circles)

The watershed algorithm is applied to computes a label matrix identifying the watershed regions. The elements of label matrix values greater than or equal to zero don’t belong to a unique watershed region that called watershed pixels. Whereas the elements labeled one belong to first region, the elements labeled two belong to the second watershed region.
Fig. 4: watershed algorithm flowchart.
After watershed transform completed the resulting label matrix as an RGB image as shown in figure 6.

5. Feature Extraction:
The Gray Level Co-occurrence Matrix (GLCM) [33] that belongs to texture features methods is used to extracted the feature from the \( NS^m \). The GLCM method is used to
determine intensity values and distribution of this intensity. Feature vector that extracted by GLCM can represented as [34]:

\[
\mathbf{N}^{lm}_{\text{Feat.}} = \{\mathbf{N}^{lm}_{\text{Ent}}, \mathbf{N}^{lm}_{\text{Cont}}, \mathbf{N}^{lm}_{\text{Enr}}, \mathbf{N}^{lm}_{\text{Homo}}\}
\]

5.1. Neutrosophic image entropy (\(\mathbf{N}^{lm}_{\text{Ent}}\)):
Entropy is characterized by taking into account the probability of the event contained information and not just the meaning of the event. The neutrosophic set entropy will defined as:

\[
\mathbf{N}^{lm}_{\text{Ent}} = (\mathbf{N}^{lm}_{\text{ENTP}} + \mathbf{N}^{lm}_{\text{ENTI}} + \mathbf{N}^{lm}_{\text{ENTF}})
\]

Where:

\[
\mathbf{N}^{lm}_{\text{ENTP}} = \sum_i \sum_j P_T(i,j) \log P_T(i,j)
\]

\[
\mathbf{N}^{lm}_{\text{ENTI}} = \sum_i \sum_j P_I(i,j) \log P_I(i,j)
\]

\[
\mathbf{N}^{lm}_{\text{ENTF}} = \sum_i \sum_j P_F(i,j) \log P_F(i,j)
\]

5.2. Neutrosophic image contrast (\(\mathbf{N}^{lm}_{\text{Cont}}\)):
The Contrast describe the difference between intensity contrast between a pixel and its neighbor over the whole image. The neutrosophic set contrast can be defined as:

\[
\mathbf{N}^{lm}_{\text{Cont}} = (\mathbf{N}^{lm}_{\text{CONTP}} + \mathbf{N}^{lm}_{\text{CONTI}} + \mathbf{N}^{lm}_{\text{CONTF}})
\]

Where:

\[
\mathbf{N}^{lm}_{\text{CONTP}} = \sum_i \sum_j (i-j)^2 P_T(i,j)
\]

\[
\mathbf{N}^{lm}_{\text{CONTI}} = \sum_i \sum_j (i-j)^2 P_I(i,j)
\]

\[
\mathbf{N}^{lm}_{\text{CONTF}} = \sum_i \sum_j (i-j)^2 P_F(i,j)
\]

5.3. Neutrosophic image energy (\(\mathbf{N}^{lm}_{\text{Enr}}\)):
Energy is used to describe a measure of "information" when formulating an operation under a probability framework. In the neutrosophic image domain can be defined as:

\[
\mathbf{N}^{lm}_{\text{Enr}} = (\mathbf{N}^{lm}_{\text{ENRT}} + \mathbf{N}^{lm}_{\text{ENRI}} + \mathbf{N}^{lm}_{\text{ENRF}})
\]

Where:

\[
\mathbf{N}^{lm}_{\text{ENRT}} = \sum_i \sum_j P_T^2(i,j)
\]

\[
\mathbf{N}^{lm}_{\text{ENRI}} = \sum_i \sum_j P_I^2(i,j)
\]

\[
\mathbf{N}^{lm}_{\text{ENRF}} = \sum_i \sum_j P_F^2(i,j)
\]

5.4. Neutrosophic image homogeneity (\(\mathbf{N}^{lm}_{\text{Homo}}\)):
The image's homogeneity can be defined as the texture of the image (i.e. the information contained in the image by the intensity of the pixel) except for the edges or corners that changes the intensity from pixel to its neighbor. So the neutrosophic homogeneity measure is the value that measures the closeness of pixels intensity distribution as follows:

\[
\mathbf{N}^{lm}_{\text{Homo}} = (\mathbf{N}^{lm}_{\text{HOMOT}} + \mathbf{N}^{lm}_{\text{HOMOI}} + \mathbf{N}^{lm}_{\text{HOMOF}})
\]

Where:

\[
\mathbf{N}^{lm}_{\text{HOMOT}} = \sum_i \sum_j \frac{P_T(i,j)}{1 + |i-j|}
\]

\[
\mathbf{N}^{lm}_{\text{HOMOI}} = \sum_i \sum_j \frac{P_I(i,j)}{1 + |i-j|}
\]

\[
\mathbf{N}^{lm}_{\text{HOMOF}} = \sum_i \sum_j \frac{P_F(i,j)}{1 + |i-j|}
\]
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\[ N_{S_{\text{Homo}}}^{\text{lm}} = \sum_{i} \sum_{j} \frac{P_F(i, j)}{1 + |i - j|} \]

From the above, the image is segmented into a group of objects for each object whose features are calculated, and the image features are a vector composed of a union of objects features of the image as shown in figure 7:

\[ \text{Fig. 7: feature extracted from image objects.} \]

\[ N_{S_{\text{Feat}}}^{\text{lm}} = \left\{ N_{S_{\text{Feat}}}^{\text{Obj}_1} \cup N_{S_{\text{Feat}}}^{\text{Obj}_2} \cup \ldots \cup N_{S_{\text{Feat}}}^{\text{Obj}_n} \right\} \]

6. Similarity Neutrosophic Model:
The similarity is the measure of how much alike between two vectors of features, one is the query feature and the other, a database of images features. The smaller the similarity measure value, the greater the degree of similarity and vice versa. There are many similarity measures, one of them is distance measures [35]. The distance similarity measures are varies depending on features types such Euclidean Distance, Minkoswki Distance, Manhattan Distance, and humming distance [36]. The humming distance is a similarity measure is in the range of [0 1], that is used in the proposed system to its suitability the extracted attributes of binary images.

6.1. The Weighted Hamming Distance Measure Method:
Let the size of images features database \( N_{S_{\text{Feat}}}^{\text{lm}} = N_{S_{\text{Feat}}}^{\text{Obj}_k} \) be \( m \times n \) where the number of objects in the image is \( \text{Obj}_k \) and from its features the single-valued neutrosophic features matrix (SVNsFM) is built. The value of each element in SVNsFM consists of \( (N_{S_{\text{Ent}}}^{\text{Obj}_k}, N_{S_{\text{Cont}}}^{\text{Obj}_k}, N_{S_{\text{Homo}}}^{\text{Obj}_k}) \) that expressed by SVNNs. Suppose that there is a feature of query:

\[ (N_{S_{\text{Feat}}}^{\text{lm}})_{mn} = \left\{ N_{S_{\text{Ent}}}^{\text{Obj}_1}, N_{S_{\text{Cont}}}^{\text{Obj}_1}, N_{S_{\text{Homo}}}^{\text{Obj}_1}, \ldots, N_{S_{\text{Ent}}}^{\text{Obj}_n}, N_{S_{\text{Cont}}}^{\text{Obj}_n}, N_{S_{\text{Homo}}}^{\text{Obj}_n} \right\} \]

The similarity between \( N_{S_{\text{Feat}}}^{\text{lm}} \) and \( N_{S_{\text{Feat}}}^{\text{Q}} \) is defined by:

\[ d(N_{S_{\text{Feat}}}^{\text{lm}}, N_{S_{\text{Feat}}}^{\text{Q}}) = \sum_{k=1}^{S} \lambda_k \sum_{i=1}^{m} \sum_{j=1}^{n} w_j d(N_{S_{\text{Feat}}}^{\text{lm}}_{ij}, N_{S_{\text{Feat}}}^{\text{Q}}_{ij}) \quad \ldots (1) \]

Where; \( \lambda_k \) is the weight of each image in the database \( (\lambda_k = \frac{1}{S}, \ S \text{ is No. of images in database}) \), and

\[ d\left( N_{S_{\text{Feat}}}^{\text{lm}}_{ij}, N_{S_{\text{Feat}}}^{\text{Q}}_{ij} \right) = \frac{1}{3} \left( \left| N_{S_{\text{Ent}}}^{\text{lm}}_{ij} - N_{S_{\text{Ent}}}^{\text{Q}}_{ij} \right| + \left| N_{S_{\text{Cont}}}^{\text{lm}}_{ij} - N_{S_{\text{Cont}}}^{\text{Q}}_{ij} \right| + \left| N_{S_{\text{Homo}}}^{\text{lm}}_{ij} - N_{S_{\text{Homo}}}^{\text{Q}}_{ij} \right| \right) \quad \ldots (2) \]
To evaluate the best alternative, the ideal point \((\alpha^{IP})\) that known weight although does not exist in the real world, it does provide an effective way, is used to calculate the optimal weight. So, the SVNN ideal point is \(\alpha^{IP} = \{t^{IP}, i^{IP}, f^{IP}\} = \{1,0,0\}\). Based on the ideal SVNN, the single valued neutrosophic positive ideal solution (SVNPIS). A SVNPIS for \(n\) objects features is defined by:

\[
\alpha^{IP} = \{\alpha_1^{IP}, \alpha_2^{IP}, ..., \alpha_n^{IP}\}
\]

For the feature of image database that consists of \((S)\) images with \((n)\) features be:

**Table 1: images features extracted model**

<table>
<thead>
<tr>
<th>Image</th>
<th>(O_{bj1})</th>
<th>(\ldots)</th>
<th>(O_{bj_n})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(N_{Sel_{Ent}})</td>
<td>(N_{Sel_{Cont}})</td>
<td>(N_{Sel_{Em}})</td>
</tr>
<tr>
<td>1</td>
<td>(0.5,0.3,0.1)</td>
<td>(0.6,0.2,0.4)</td>
<td>(0.5,0.3,0.1)</td>
</tr>
<tr>
<td>2</td>
<td>(0.5,0.3,0.1)</td>
<td>(0.8,0.4,0.6)</td>
<td>(0.5,0.3,0.1)</td>
</tr>
<tr>
<td>\ldots</td>
<td>\ldots</td>
<td>\ldots</td>
<td>\ldots</td>
</tr>
<tr>
<td>2</td>
<td>(0.5,0.3,0.1)</td>
<td>(0.4,0,1,05)</td>
<td>(0.5,0.3,0.1)</td>
</tr>
</tbody>
</table>

Then the weighted hamming distance measure (WHDM) \([37]\) between \(N_{Sel}^{im}\) and \(\alpha^{IP}\) is defined by:

\[
d(N_{Sel}^{im}, \alpha^{IP}) = \frac{\sum \sum}{m} \lambda_k \sum_{j=1}^{n} d(N_{Sel}^{im}, \alpha^{IP})
\]

The proposed programming model is stablised:

\[
min f(w) = \sum_{k=1}^{m} \lambda_k \sum_{j=1}^{n} w_j d(N_{Sel}^{im}, N_{Sel}^{0}) \ldots (3)
\]

With constraints:

\[
\sum_{j=1}^{n} w_j^2 = 1, \sum_{j=1}^{n} w_j = 0 \text{ where } j = 1,2, ..., n
\]

To solve the model, the Lagrange function \([38]\) as the follows:

\[
\mathcal{L}(w, \mathcal{L}) = \sum_{k=1}^{m} \lambda_k \sum_{j=1}^{n} w_j d(N_{Sel}^{im}, N_{Sel}^{0}) + \frac{\mathcal{L}}{2} \sum_{j=1}^{n} w_j^2 - 1 \ldots (4)
\]

Where; \(\mathcal{L}\) is the Lagrange multiplier.

The following equations can obtained through differentiating with respect to \(w_j\) and \(\mathcal{L}\) of the previous equation and setting the partial differentiation equal to zero as:

\[
\frac{\partial \mathcal{L}}{\partial w_j} = \sum_{k=1}^{m} \lambda_k \sum_{i=1}^{n} d(N_{Sel}^{im}, \alpha^{IP}) + w_j \mathcal{L} = 0
\]

\[
\frac{\partial \mathcal{L}}{\partial \lambda} = \sum_{j=1}^{n} w_j^2 = 1
\]

The value of the weight \((w_j)\) can be obtained from the solution of the two previous equations, then normalize it as:

\[
w_j^* = \frac{w_j}{\sum_{j=1}^{n} w_j}
\]
Then;

\[ w_j^* = \frac{\sum_{k=1}^{S} \lambda_k \sum_{i=1}^{m} d \left( N_{S_{\text{Feat}}}^{l, m}, N_{S_{\text{Feat}}}^{Q} \right)}{\sum_{j=1}^{n} \sum_{k=1}^{S} \lambda_k \sum_{i=1}^{m} d \left( N_{S_{\text{Feat}}}^{l, m}, N_{S_{\text{Feat}}}^{Q} \right)} \]  \hspace{1cm} \quad (5)

The optimal solution \( w^* = (w_1^*, w_2^*, ..., w_n^*) \) is getting which is considered as the weight of the features. Then, the closest image to the query is the calculated minimum distance from the equation 1.

Illustrative Example: Suppose that the features of four images where each image have four objects, each object have four features, were extracted using the proposed system as follows:

\[
\begin{align*}
Im_1 &= \begin{bmatrix}
(0.4,0.1,0.3) & (0.4,0.2,0.3) & (0.2,0.2,0.5) & (0.7,0.2,0.3) \\
(0.6,0.1,0.2) & (0.6,0.1,0.2) & (0.5,0.2,0.3) & (0.5,0.1,0.2) \\
(0.3,0.2,0.3) & (0.5,0.2,0.3) & (0.1,0.5,0.2) & (0.1,0.4,0.5) \\
(0.7,0.2,0.1) & (0.6,0.1,0.2) & (0.4,0.3,0.2) & (0.4,0.5,0.1) \\
(0.1,0.3,0.5) & (0.5,0.1,0.5) & (0.3,0.1,0.6) & (0.4,0.1,0.4) \\
(0.2,0.5,0.4) & (0.3,0.4,0.3) & (0.2,0.3,0.1) & (0.2,0.3,0.5) \\
(0.5,0.2,0.6) & (0.2,0.4,0.3) & (0.5,0.2,0.5) & (0.1,0.5,0.3) \\
(0.2,0.4,0.2) & (0.1,0.1,0.3) & (0.1,0.5,0.4) & (0.5,0.3,0.1) \\
(0.3,0.2,0.1) & (0.3,0.1,0.3) & (0.1,0.4,0.5) & (0.2,0.3,0.5) \\
(0.6,0.1,0.4) & (0.6,0.4,0.2) & (0.5,0.4,0.1) & (0.5,0.2,0.4) \\
(0.3,0.3,0.6) & (0.4,0.2,0.4) & (0.2,0.3,0.2) & (0.3,0.5,0.1) \\
(0.3,0.6,0.1) & (0.5,0.3,0.2) & (0.3,0.3,0.6) & (0.4,0.3,0.2) \\
(0.2,0.2,0.3) & (0.3,0.2,0.3) & (0.2,0.3,0.5) & (0.4,0.2,0.5) \\
(0.4,0.1,0.2) & (0.6,0.3,0.5) & (0.1,0.2,0.2) & (0.5,0.1,0.2) \\
(0.3,0.5,0.1) & (0.2,0.2,0.3) & (0.5,0.4,0.3) & (0.5,0.3,0.2) \\
(0.3,0.1,0.1) & (0.2,0.1,0.4) & (0.2,0.3,0.2) & (0.3,0.1,0.6)
\end{bmatrix}
\end{align*}
\]

Suppose that \( \alpha_{IP} = [1,0,0] \) be four ideal SVNNSs, then a SVNPIIS is defined by:

\[ \alpha_{IP} = [\alpha_{IP}^{1}, \alpha_{IP}^{2}, \alpha_{IP}^{3}, \alpha_{IP}^{4}] \]

Step 1: By applying the proposed model:

\[ \min f(w) = 1.5833w_1 + 1.5038w_2 + 1.825w_3 + 1.625w_4 \]

And constraints are:

\[ \sum_{j=1}^{4} w_j^2 = 1 \]

\[ w_j \geq 0, \quad j = 1,2,3,4 \]

Step 2: Calculate the weight vector attribute by using equation 5:

\[ w_1 = 0.18, w_2 = 0.22, w_3 = 0.30, w_4 = 0.30 \]

Step 3: Suppose that the feature of the query image is:

\[
\begin{align*}
Im_q &= \begin{bmatrix}
(0.5,0.3,0.5) & (0.5,0.1,0.5) & (0.3,0.1,0.6) & (0.4,0.1,0.4) \\
(0.2,0.5,0.4) & (0.3,0.2,0.3) & (0.2,0.3,0.1) & (0.2,0.4,0.5) \\
(0.5,0.2,0.6) & (0.2,0.4,0.3) & (0.5,0.2,0.5) & (0.1,0.5,0.3) \\
(0.2,0.4,0.1) & (0.1,0.1,0.3) & (0.1,0.3,0.4) & (0.5,0.3,0.1)
\end{bmatrix}
\end{align*}
\]

By using equations 1 and 2, the distance measures are:

\[ d \left( N_{S_{\text{Feat}}}^{l, m}, N_{S_{\text{Feat}}}^{Q} \right)^1 = 0.4352 \]
Step 4: The ascending ordered are used to rank the results as:

\[ NS_2^{im} > NS_4^{im} > NS_1^{im} > NS_3^{im} \]

The closest image from alternative images to query image is image number two.

7. **Experimental work:**

The Wang image database [39] is used to evaluate the proposed system. Wang image database consists of 10,000 generic images with 256x384 pixels or 384x256 pixels size. The proposed system consists of ten categories that derived from the main images database. The categories are Butterfly, Cars, Dinosaurs, Texture, Sunset, Flowers, Mountain, Horses, Forests, and Elephant as shown in figure 8.

Fig. 8: WBIIS images database.

Both the images, whether in the database or a query passed through the steps that will be displayed later on one of the images in the database as shown in the table 2.

Features of images \( (N_{Feats}^{im}) \) are stored in categories that are clustered with corresponding identifier indicating to the number of objects in the image \( (N_{Obj}^{im}) \).

8. **Results and discussion:**

8.1. **Performance evaluation:**

The proposed system is evaluated focusing on the accuracy and robustness to uncertainty image segmentation.

A. **Accuracy:**

The important accuracy measures used in evaluation the systems performance are precision, recall and f-measure \([40]\).

\[
\text{Precision} (P) = \frac{\text{No. of relevant images retrieved}}{\text{Total No. of images retrieved}}
\]

\[
\text{Recall} (R) = \frac{\text{No. of relevant images retrieved}}{\text{Total No. of relevant images}}
\]

\[
F_{\text{measure}} = \frac{2 \times R \times P}{R + P}
\]
Table 2: the procedures that achieved from original image to feature extracted

<table>
<thead>
<tr>
<th>Processing</th>
<th>Input image</th>
<th>Procedures</th>
<th>Output image</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image pre-processing</td>
<td>[Image]</td>
<td>A color image is converted to a gray image.</td>
<td>[Image]</td>
</tr>
<tr>
<td>Neutrosophic Image Domain</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T-Domain</td>
<td>[Image]</td>
<td>Determine membership and non-membership degree (T and F).</td>
<td>[Image]</td>
</tr>
<tr>
<td>F-Domain</td>
<td>[Image]</td>
<td></td>
<td>[Image]</td>
</tr>
<tr>
<td>I-Domain</td>
<td>[Image]</td>
<td>Determine indeterminacy (I) according to homogeneity as in section 2.</td>
<td>[Image]</td>
</tr>
<tr>
<td>Neutrosophic binary image</td>
<td></td>
<td>Both binarized T-domain, F-domain and indeterminacy domain are used.</td>
<td>[Image]</td>
</tr>
<tr>
<td>Optimal segmentation</td>
<td>[Image]</td>
<td>According to $Th_T, Th_F$ and $Th_I$.</td>
<td>[Image]</td>
</tr>
<tr>
<td>boundaries</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neutrosophic image</td>
<td></td>
<td>By using the watershed algorithm.</td>
<td>[Image]</td>
</tr>
<tr>
<td>segmented</td>
<td>[Image]</td>
<td></td>
<td>[Image]</td>
</tr>
<tr>
<td>Features</td>
<td></td>
<td>By using neutrosophic image processing.</td>
<td>[Image]</td>
</tr>
<tr>
<td>Extraction</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

From segmented image feature is extracting for each objects as in section 3.
But in the recently, the common measures are the average precision which provides across the recall levels a single figure measure of quality.

Where research proved, especially in the field of texts that this measure is characterized by good discrimination and stability [41]. For single query image, the average precision is the mean cross he precision scores after each retrieved relevant images:

\[
Average \ precision \ (P_{Av.}) = \frac{1}{N_R} \sum_{n=1}^{N_n} P_q(R_n)
\]

Where, \( R_n \) is the recall after the \( n^{th} \) relevant image was retrieved, \( N_R \) is the total number of the query relevant image. Over all queries the mean average precision means the average precision scores:

\[
P_{MAv.} = \frac{1}{|Q|} \sum_{q \in Q} P_{Av.}(q) \quad (6)
\]

Where \( Q \) is a set of queries.

Additionally, they are two statistics measures are computed for the query image namely mean rank \( (R_{mean}^i) \) and the standard deviation \( (\sigma^i) \) of all the matched images [42].

\[
R_{mean}^i = \frac{1}{N_R} \sum_{n=1}^{N_n} r(i, j) \quad (7)
\]

Where \( r(i, j) \) the image \( (j) \) position in the retrieved images for query \( (i) \).

\[
\sigma^i = \left[ \frac{1}{N_R} \sum_{n=1}^{N_n} (r(i, j) - R_{mean}^i)^2 \right]^{0.5} \quad (8)
\]

Similarly, the average mean rank and the average standard deviation for all images in database are defined as:

\[
AR_{mean} = \frac{1}{|Q|} \sum_{q \in Q} r(q) \quad (9)
\]

\[
A\sigma = \frac{1}{|Q|} \sum_{q \in Q} \sigma(q) \quad (10)
\]

**B. Uncertainty Segmentation Robustness:**

Uncertainty regions that constructed from an intersection between objects in the image are used the entropy measures to characterize where the larger value of entropy, the higher the uncertainty level. For each image \( (Im_i) \) has \( (S_r) \) segmented regions, its entropy \( (Ent(Im_i)) \) is:

\[
Ent(Im_i) = - \sum_{j=1}^{S_r} P(\mathcal{R}_j^{Im_i}) \log \left[ P(\mathcal{R}_j^{Im_i}) \right] \quad (11)
\]

Where; \( P(\mathcal{R}_j^{Im_i}) \) is the image percentage covered by region \( \mathcal{R}_j^{Im_i} \).

Accordingly, the overall average entropy for all images in the database is defined as:

\[
AEnt = \frac{1}{N_R} \sum_{i=1}^{N_n} Ent(Im_i)
\]
8.2. Experimental results:
The similarities in the proposed system are based on the similarity between the constituent objects of the image. One of the disadvantages of this method is that an object in one image can correspond to several objects in another image. This is due to several reasons, one of them that image segmentation is not ideal. So neutrosophy theory has been used with WHDM to solve the similarity problem. Where neutrosophic image processing is used because it has the advantage of identifying uncertainly objects as shown in sections 3 and 4. The proposed system used the Matlab Version: 9.0.0.341360 (R2016a) program to build the database through the processing of the neutrosophic images as shown in figure 9 and extracting the image attributes and saving them in the database.

![Fig. 9: Features of image database preparation.](image)

The query image is treated in the same way, then the query image is classified according to its objects number and computed their neutrosophic features. The weight distance measure is used to match the query image features with categorized features image database. The excel solver was used to determine the ideal weight values used in the matching process and the results were as shown in Figures 10-a, 10-b, and 10-c.

![Fig.10-a: Answer report for excel solver result.](image)

![Fig.10-b: Sensitivity report for excel solver result.](image)
The proposed system was evaluated using the common standard measures of precision, recall, and f-measure, where only 5 matches were shown for each query image as shown in figure 11. The attached program can be used to obtain more matching using the attached query images to repeat the retrieval.

To evaluate image quality based on the number of objects in the image, the lower rank, the better performance. For this to be done, both the average precision and the mean rank must be the maximum and the minimum, respectively. Figure 12 shows the average of precision, rank, and standard deviation.
Fig. 12: category ID with respect to average rank, standard deviation, and average precision. The best performance was achieved at the precision = 1 and the mean rank = 0.1. This was done with the single-object image such as dinosaur (mean rank = 0.11 with standard deviation = 0.07) and elephant (mean rank = 0.12 with standard deviation = 0.02) as shown in Fig. 12. Although precision = 1, the mean rank was high (mean rank = 0.21 with standard deviation = 0.15), resulting in a mismatch with the result as shown in Figure 13.

Fig. 13: matching disagree for the multi-objects image example.

The naturopathic features of images are characterized by their ability to identify similarities between overlapping and uncertainty objects. As shown in figure 14, the
A.E. Amin proposed method with multi-objects is achieved a good performance where precision = 1 and the mean rank = 0.12 with standard deviation = 0.017.

![Image](image1.png)

**Fig. 14:** The multi-objects matching by the proposed system.

Figure 14 shows the improvement in image retrieval due to the use of the proposed system, which is characterized by accurate image segmentation, which increases the entropy as shown by Figure 15.

![Image](image2.png)

**Fig. 15:** Overall average entropy.

The lower the entropy the lower the levels of uncertainty, which leads to increase the precision in retrieving images while preserving the details in the original image. From the above, the proposed system performs is effective in retrieving images with high accuracy. By comparing the proposed system with the other similar methods based on distance measures such as Euclidian, Manhattan, and Minkowski, provided the better result as shown in Table 3.
Table 3: comparison between distances measuring with proposed.

<table>
<thead>
<tr>
<th>Methods Type of Database</th>
<th>Euclidean P%</th>
<th>R%</th>
<th>Manhattan P%</th>
<th>R%</th>
<th>Minkowski P%</th>
<th>R%</th>
<th>Proposed Method P%</th>
<th>R%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Butterfly</td>
<td>0.1629</td>
<td>0.7400</td>
<td>0.1626</td>
<td>0.7900</td>
<td>0.1461</td>
<td>0.7200</td>
<td>0.1901</td>
<td>0.8300</td>
</tr>
<tr>
<td>Car</td>
<td>0.1801</td>
<td>0.8100</td>
<td>0.1746</td>
<td>0.8000</td>
<td>0.1347</td>
<td>0.7300</td>
<td>0.1842</td>
<td>0.8200</td>
</tr>
<tr>
<td>Dinosaur</td>
<td>0.2829</td>
<td>0.9900</td>
<td>0.1059</td>
<td>0.6000</td>
<td>0.2829</td>
<td>0.9900</td>
<td>0.2829</td>
<td>0.9900</td>
</tr>
<tr>
<td>Elephant</td>
<td>0.2329</td>
<td>0.9300</td>
<td>0.2229</td>
<td>0.9200</td>
<td>0.2329</td>
<td>0.9400</td>
<td>0.2179</td>
<td>0.9500</td>
</tr>
<tr>
<td>Flowers</td>
<td>0.1871</td>
<td>0.7900</td>
<td>0.1684</td>
<td>0.7800</td>
<td>0.1742</td>
<td>0.8200</td>
<td>0.1646</td>
<td>0.8300</td>
</tr>
<tr>
<td>Forests</td>
<td>0.1579</td>
<td>0.7400</td>
<td>0.1552</td>
<td>0.7400</td>
<td>0.1461</td>
<td>0.7000</td>
<td>0.2028</td>
<td>0.8300</td>
</tr>
<tr>
<td>Horses</td>
<td>0.2779</td>
<td>0.9800</td>
<td>0.2779</td>
<td>0.9800</td>
<td>0.2679</td>
<td>0.9700</td>
<td>0.0915</td>
<td>0.9800</td>
</tr>
<tr>
<td>Mountain</td>
<td>0.1574</td>
<td>0.7400</td>
<td>0.1439</td>
<td>0.7200</td>
<td>0.2079</td>
<td>0.9100</td>
<td>0.1497</td>
<td>0.7500</td>
</tr>
<tr>
<td>Sunset</td>
<td>0.1142</td>
<td>0.6300</td>
<td>0.2251</td>
<td>0.8800</td>
<td>0.1392</td>
<td>0.7400</td>
<td>0.1937</td>
<td>0.8500</td>
</tr>
<tr>
<td>Texture</td>
<td>0.2446</td>
<td>0.8900</td>
<td>0.2296</td>
<td>0.8700</td>
<td>0.2496</td>
<td>0.8900</td>
<td>0.2070</td>
<td>0.7900</td>
</tr>
</tbody>
</table>

The results showed the high performance in the images retrieval with high accuracy, which exceeded all other measures, where the results were excellent in cases of single-object images, such as dinosaurs and some elephants, where the recall was 99% and 95% respectively. While in multi-object images, the rate of retrieval of images was very good as is evident in the images of forests, sunset, and horses where the results respectively are 83%, 85%, 98%.

9. Conclusion
A novel similarity model used to match the neutrosophic image features for CBIRs. In the proposed system, an image is segmented into objects, edges and background by using neutrosophic image processing. Each object is then represented by a neutrosophic features that is determined by set of degree of truth, indeterminacy, and falsity. Where, the membership functions of truth, indeterminacy and falsity naturally characterizes the gradual transition between objects within image. That meaning, it distinguishes the uncertainly regions because of the overlap of objects with each other or because of inaccurate segmentation. To retrieval the query image from the images database, weighted humming distance measure is used. Single-valued neutosophic ideal solution is defined then the optimal features weight is established. The comparison results between the proposed model and others distance measures show that the proposed similarity model is reasonable and effective in dealing with image retrieval.
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