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Figure 1 Samples of inputs and colorized images using Scaled-YOLOv4 detector 

 

Abstract: Image Colorization is the problem of defining colors for grayscale images. Recently many 

research works have been conducted to propose fully-automatic colorization methods. However, many 

of these papers failed in colorizing images with multiple objects accurately. This might be because of 

dealing with the whole multi-object image as a single input. Following the efforts made in the last few 

years, this paper aims at studying the effect of preceding the image colorization with an object detection 

phase, such that the colorization will be made for each object individually as well as the full image. 

After the colorization of each object and the full image, they are fused together to reach a more 
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accurate colorized image. In our work, we used a more accurate detector (Scaled-YOLOv4) than that 

used by the state of the art to increase the quality of the colorization results. Comparing our results to 

literature, it is found that using Scaled-YOLOv4 increases the Peak signal-to-noise ratio (PSNR) by 

2.6%. Results of colorized images with different extensions are compared, and png extension got 5.8% 

better value of Learned Perceptual Image Patch Similarity (LPIPS) metric than JPEG.  

 

Keywords: Image colorization, Computer vision, CNN, Scaled-YOLOv4, Deep learning. 
 

 

1. Introduction  

 

One of the most common computer vision problems is image colorization. Image colorization can be 

defined as the process of converting a grayscale image into a colored image by assigning a color value 

to each pixel. Many applications can use colorization to perform or enhance their performance, such as 

image compression, image/video transfer and object detection (as a preprocessing stage).  

While it seems to be easy for a human to select potential colors for a grayscale image, the colorization 

problem witnesses higher difficulty. One reason is the difficulty of imagining several colors for 

different objects in the same image. Secondly, although some objects may be restricted to extinct colors 

in reality (grapes may be red, green or yellow, and the sky is blow), some other objects may have large 

numbers of potential colors, for instance a pen might have many colors in reality. In addition, the 

surrounding light conditions can influence the color of an object (the sky may have different colors 

during day and night times). The abovementioned factors increase the difficulty of the problem. 

In literature, colorization problem is classified according to different classifications based on the input 

image type, the number of output colorized images, the methodology used for coloring and the 

techniques to solve the problem. The most common categorization dependents upon the colorization 

methods, It is categorized as following: color scribbles, example transfers and automatic direct 

predictions. 

Scribble-based method involve human interference to assign colors to specific areas. The distribution of 

these colors depends on the assumption that adjacent pixels having the same luminance possess the 

same colors. Further modifications can be made for the resulting colorized images using other scribbles. 

One limitation for this method is that it requires relatively longer time from users to colorize an image. 

In example-based method, a reference image is used for colorizing the required grayscale image through 

color information transfer. According to the source of the image, reference images are divided into two 

categories: user-supplied and web-supplied examples. The results of this type are highly dependent 

upon the used “reference images”. 

Finally, automatic colorization method was designed to avoid the disadvantages of the previous two 

methods. Since a single reference image cannot contain all possible color combinations for a gray scale 

image, automatic methods use a massive number of reference images. Progress made in the field of 

deep learning has significant impact on the quality of the results of these methods. 

In this paper, we will introduce an automatic colorization method that uses Scaled-YOLOv4 object 

detection. This approach is predicted to enhance the colorization of multi-object images. Scaled-

YOLOv4 detector is a real-time one-stage detector that achieved the benchmark on COCO-Stuff 

dataset. This paper is considered the first research work that uses Scaled-YOLOv4 detector in 

colorization problem. Some samples are shown in Figure 1. 

 

The rest of this paper is organized as follows: section 2 discusses the literature works related to 

automatic image colorization using natural images. Section 3 shows the experimentation approach while 
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in section 4 results are discussed with datasets and measures are displayed. Finally, section 5 contains 

the conclusions and future work. 

 

2. Related work 

Since this paper addresses the automatic image colorization problem for natural images, this review 

demonstrates only related research to the automatic colorization. In the recent five years, deep neural 

networks proved a great success in different fields. Therefore, it is used to solve the image colorization 

problem; moreover, it proved to be a very good choice. The papers to be discussed are mainly divided 

into three categories according to the network architecture; Convolutional Neural Networks (CNN), 

Generative Adversarial Networks (GAN) and variational Autoencoders (VAE). 

2.1. Convolutional Neural Networks (CNN) 

Cheng et al, [1]was the first to use deep learning in image colorization and proved its effectiveness. 

Their method carefully analyzed descriptors of informative image features (low-level patch feature, 

med-level DAISY feature and high-level semantic feature). To improve the colorization quality, they 

used bilateral filtering. In 2016, Cheng et al.[2] presented a new version of the work, where they 

adapted the clustering of training images according to the global information features. The new 

framework outperforms the old one in both colorization quality (lower visible artifacts) and accuracy. 

The proposed model was shown to be flexible to learn different styles of colorization. In 2017, Cheng et 

al. [3] added multiple neural networks to their abovementioned work, where the colorization strategy 

turned to be a two-stage strategy. The first stage is an adaptive color style clustering, whilst the second 

stage comprises a neural network ensemble. 

Deshpande et al. [4] described an image colorization automated method using a LEARCH framework. 

The model trained a quadratic objective function. They showed how to use a target histogram to get 

global constraints to improve the results. Larsson et al. [5] used a deep neural network and a color 

histogram prediction framework utilizing both semantic and low-level representation. They showed the 

superiority of their results over those of [4]. They also introduced a new benchmark for image 

colorization using the following metrics (PMSE: Root Mean Square Error & PSNR: Peak Signal-to-

Noise Ratio). Lizuka et al. [6] presented the colorization of grayscale image by combining both global 

and local information. Their proposed model can perform the colorization of an image by transferring 

the image style. Although this model can optimize an image of any resolution, it has more efficient 

results with input images of 224x224 pixels. For more optimization, they used both Batch 

Normalization and Stochastic Gradient Descent (SGD).. They showed that Lab, RBG & YUV color 

spaces generally got almost similar results, but Lab got better results in some cases.  

Zhang et al. [7] proposed the colorization problem as a classification task, based on the VGG 

classification network, and used class rebalancing at running time to enhance color contrast in the 

resulting images. To emphasize the influence various loss function, they proposed four different loss 

functions to train their CNN. They compared the four versions of their model with [8] and [5] to 

determine the most efficient method. Since the comparison using RMSR failed in capturing visual 

realism, they took another three different measurements to compare with. These measures were: 

(Perceptual Realism (AMT): Amazon Mechanical Turk-Semantic Interpretability (VGG Classification)-

Raw Accuracy (AuC)) 

Varga et al. [9] took multiple discriminative and semantic information from VGG-16 and used it to train 

a two-step CNN architecture. The training occurs without pooling layers to predict the U and V color 

channels for the adopted YUV color space. Liang et al. [10] used CNN with two loss metric functions to 
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quell the training errors. Stimulated by guided filtering, they presented a refinement scheme to tackle 

the artifacts that might appear on boundaries. Su et al. [11] suggested a deep colorization model with 

edge-refined colorization. To detect the value of U and V channels, they respectively trained two neural 

networks with two loss functions to enhance the precision of the results compared to those of Euclidean 

distance loss function.  

The following research works are considered as attempts to enhance the results of the CNN. Zhang et al. 

[12] tried to avoid the colorization problems of boundary haziness and color inconsistency in 

homogeneous regions by adding a post-processing stage to fuse the results of a CNN model and a 

boundary guided CRF. Baldassarre et al. [13] designed a model that merges high-level features taken 

from the InceptionResNet-v2 pre-trained model with a deep CNN trained from scratch. The authors 

claim that their proposed model proved its ability to color high-level images but failed to color small 

details. Gokhan et al. [14] designed the (ColorCapsNet) model by making use of the segmentation and 

generative merits of the (CapsNet) to solve the colorization problem. Three modifications are made to 

the network in order to adapt the problem. First, the CapsNet model is modified to be able to map the 

grayscale input to the CIE Lab color space output. Second, the model’s feature detector part is updated 

with VGG-19 pretrained model. Finally, Mean Squared Error (MSE) is used as the loss function. 

Mouzon et al. [15] modeled joint CNN with Variational model to attain the prediction power of the 

former and the accuracy of the latter. The resulted model can choose a color candidate from a group of 

colors while regularizing the result. 

Inspired by the PixelCNN approach introduced by [16], several researchers tackled the colorization 

problem using this probabilistic method. Royer et al. [17], designed a colorization model that could 

attain acceptable stochastic sampling scheme that is able to produce multiple reasonable colorizations 

for a grayscale image. Guadarrama et al. [18], designed a method to generate multiple versions of 

colorized images for a single grayscale image. First, a conditional PixelCNN is trained to generate a 

low-resolution color for the image, then, the generated image and the original grayscale image are 

considered as inputs into a second CNN. Training the second CNN results in a high-resolution colorful 

image.  In addition to the PixeCNN, Zhao et al. [19], added the object semantic data to enhance 

colorization. The neural network in their model is designed hierarchically with two branches. The first 

branch is made for object’s type using semantic segmentation loss, while the second one learns object’s 

colors using colorization loss. In addition, they tackled the problem of bleeding of color edges by 

adding, at inference, a joint bilateral upsampling layer. Zhao et al. [20] again tackled the Pixelated 

approach and semantic data to the problem; yet they managed to build a pixelated semantic embedding 

of colors, as well as a pixelated semantic generator. The network is trained to simultaneously optimize 

semantic segmentation with colorization.  

In an attempt to address the problem from a different perspective, Jheng-Wei Su [21] solved the 

problem by detecting objects firstly, then used two similar colorization networks to extract objects’ 

features and full-image features. After this, the results of the two networks are fused together through a 

proposed fusion module and a better feature map can be obtained.   

2.2 Variational Autoencoders (VAE) 

Another attempt to solve the problem that has not witnessed intensive attention in the available 

literature, is solving the problem using variational autoencoders (VAE). Deshpande et al. [22], used low 

dimensional embedding for the color fields, designed loss terms for the decoder of the VAE to prevent 

blurry outputs. Then, they built a conditional model for the multi-modal distribution linking grey image 

and the embeddings of the color field. The results proved the superiority of the proposed method to the 

results of the conditional generative adversarial network (cGAN) and those of the conditional 

variational autoencoder (CVAE) available then.  
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2.3 Generative Adversarial Networks (GAN) 

Regarding the GAN architecture, Yun Cao [23], proposed a conditional GAN to model the distribution 

of natural colors of an item. The authors enriched their model by multi-layer condition to provide reality 

and multi-layer noise to boost diversity. Nazeri et al. [24] generalized the colorization method using 

conditional Deep Convolutional Generative Adversarial Network (DCGAN). They compared results 

from U-net and GAN and found that the images generated using U-net suffered from blurring effect due 

to the L2 loss function as in standard CNN. Another result is that mis-colorizing was a repeated 

problem in images containing high texture details. Sukanta et al. [25] added to the standard conditional 

GAN an encoder-decoder generator network that uses a classification cross entropy and perceptual 

losses added to the cGAN original objective function. Vitoria et al. [26] claimed that they enhanced the 

colorization results by coupling the GAN architecture with semantic information. Their model learns 

colors by combining the understanding of color and class distribution from semantic and perceptual 

information. 

From the abovementioned review, it is obvious that the field of image colorization is a fertile field of 

research that still requires efforts in the near future. The potential improvements in the colorization 

problem are widely spread. One of the interesting points of research is investigating the effect of using 

object detection in the colorization process. Although the review shows an attempt made by Su et al. 

2020, the problem still needs more research efforts for improvement. It is proposed that using more 

advanced detectors might enhance the colorization results, which is the main contribution of this paper. 
 

3. Approach 

 

3.1. Object Detection 

Preceding an image colorization process with object detection might have positive impacts on the 

colorization results as discussed in Su et al. [21]. For this reason, it might be beneficial to exert some 

research efforts to investigate the effect of using object detection before image colorization. In their 

research, Su et al. [21] used Mask R-CNN (Region Based Convolutional Neural Networks) as their 

object detector. However, object detection methods include other methods that outperform Mask R-

CNN in measures. One of these outperforming object detection methods is Scaled-YOLOv4 whose 

comparison with Mask R-CNN according to several measures is shown in table 1. Table 1 shows the 

comparison based on COCO’s standard detection evaluation; Average Precision (AP) at different 

Intersection over Union (IoU) thresholds. AP
test

 is the mean average for 10 (IoU) thresholds 

=.50:.05:.95 (primary challenge metric),     
     is at IoU=.50,     

     at IoU=.75, APS for small objects 

whose bounding box area is less than 32
2
, APM for medium objects whose area is between 32

2
 and 96

2
, 

and APL for large objects with area greater than 96
2

. 

 
Table 1 Comparison between Mask R-CNN [27] and Scaled-YOLOv4-p7 [28] on COCO test-dev. 

Object detection backbone AP
test

     
          

        
        

        
     

Mask R-CNN ResNeXt-101-FPN 39.8 62.3 43.4 22.1 43.2 51.2 

Scaled-YOLOv4-P7 CSP-P7 55.4 73.3 60.7 38.1 59.5 67.4 
 

We also detected bounding box Bi using Scaled-YOLOv4-P7 for each object then cropped the 

corresponding object in the grayscale image Xi and ground truth colored image Yi
GT

 from X and Y
GT
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respectively and resized to resolution of 256x256 the cropped images due to the image colorization 

network input size. 

3.2. Image colorization and Fusion module 

In this work, we adopted the same image colorization and fusion models but changed the object 

detection method as the aim of this paper is to investigate the effect of the object detection method itself 

on the colorization output. The colorization network is used twice; firstly, it is used to colorize instance 

images from Scaled-YOLOv4-P7 detector while it is secondly used to colorize the full image. Then, we 

resized the instance features to match the size of the full image by padding with zero.  

 

4. Experiment  

 

This Section illustrates the experimental-related points including the used datasets and qualitative and 

quantitative measurements. The environment specifications are summarized. Finally, a discussion is 

made to illustrate the results.  

 

 

 

4.1. Datasets 

This paper uses three datasets to compare the effect of using Scaled-YOLOv4-P7 on the results of the 

colorization model. The first dataset is Place205 [29] which is composed of 20,500 testing images with 

resolution 256*256 from 205 place categories. This dataset was not used in any training for each of the 

compared methods. The second dataset is ImageNet ctest 10k list provided by [5]. The last dataset is 

COCO-Stuff  [30] validation set which contains 5000 natural images with various objects defined. 

 

4.2. Measurements  

4.2.1. Quantitative comparisons 

This paper uses three evaluation metrics to compare the methods.  They are: Peak Signal-to-Noise Ratio 

(PSNR), Structural Similarity Index Metric (SSIM) and Learned Perceptual Image Patch Similarity 

(LPIPS) metric [117]. As for SSIM, the values computed from individual channels are averaged with 

window size 7 as a default value. For LPIPS, results are computed using version 0.1 with VGG 

backbone and staff false. Finally, For ImageNet ctest the environment could not afford calculating the 

LPIPS metric for the largest 55 images, so they were not included in the average results. 

4.2.2. Qualitative comparisons 
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The results are compared to the state-of-the-art  automatic colorization papers and the popular 

colorization online project Deoldify [31] as shown in Figure. 2, Figure.3 and Figure. 4 The selected 

images for comparisons are chosen from the three used datasets. Figure.  5 shows some failed colorizing 

images for both Scaled-YOLOv4 and Mask R-CNN. 

4.3. Environment specifications 

All the testing experiments were done on Ubuntu 16.04 LTS 64-bit, memory 15.5 GiB, Processor 

Intel® Core™ i7-8750H CPU @ 2.20GHz × 12 and single GeForce GTX 1060/PCIe/SSE2 6G GPU. 

(a) Input 
(b) Zhang et 

al. [7] 

(c) Deoldify 

[31] 

(d) Larsson et 

al. [5] 

(e) Lizuka et 

al.[6] 

(f) Zhang et 

al. [32] 

(g) Jheng et 

al.[21] 

(h) Scaled-

YOLOv4-p7 

(our) 

(i) GT 

 Figure 2 Some Samples form Places205 dataset for coloized images 
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(a) Input 
(b) Zhang et al. 

[7] 

(c) Deoldify 

[31] 

(d) Larsson et 

al. [5] 

(e) Lizuka et 

al.[6] 

(f) Zhang et al. 

[32] 

(g) Jheng et 

al.[21] 

(h) Scaled-

YOLOv4-p7 

(our) 

(i) GT 

 Figure 3 Some sampels form Imagenet dataset ctest list 

(a) Input 
(b) Zhang et 

al. [7] 

(c) Deoldify 

[31] 

(d) Larsson et 

al. [5] 

(e) Lizuka et 

al.[6] 

(f) Zhang et 

al. [32] 

(g) Jheng et 

al.[21] 

(h) Scaled-

YOLOv4-p7 

(our) 

(i) GT 

 Figure 4  Some Samples form COCO dataset for coloized images 
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4.4. Results and discussion 

This section discusses the results of the experiments made to investigate the effect of using Scaled-

YOLOv4-P7 object detector on the solution of image colorization process. The images of all references 

were all downloaded from [21] project’s website, and all the results shown in comparisons were 

computed using our environment. Although the extensions of ImageNet images are all JPEG with 

different sizes, it is found that the output images of references [5]–[7], [31] have png extensions and 

fixed size of 256*256, while the output images of references [21], [32] have the same extensions 

(JPEG) and sizes of the ground truth images. The same results are found with COCO-Stuff dataset but 

with ground truth extensions of jpg. In order to be able to compare the output images with the ground 

truth images, they must have the same size. To guarantee that they have the same size, we resized the 

output images of all compared methods with the same approach. As for Place205, both ground truth and 

output images have the same size and extension, which made their comparison more accurate. 

 

As show in Table 2, Using Scaled-YOLOv4-P7 detector in colorization produces better results than 

Mask R-CNN detector for metric PSNR and SSIM on Places205 dataset. For PSNR metric, our results 

outperform the results of all the papers in the comparison. Regarding the SSIM metric, we achieved 

better results of 0.951 over Jheng et al. [21] and equal results to Larsson et al. [5]. Finally, for LPIPS 

metric, our results are better than all references except for Jheng et al. [21]. 

 

 

 

 
 

 

Figure 5 Some sample of failer case. 

(a) 

Grund-

truth 

(b) 

Scaled-

YOLOv4 

(ours) 

(c) 

 Jheng et 

al.[21] 
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Table 2 Quantitative comparison for Places205 validation split. First block models trained on Imagenet dataset. 

Second block models finetuned on the COCO-Stuff training set 

Method LPIPS↓ PSNR↑ SSIM↑ 

Lizuka et al. [6] 0.146 25.581 0.95 

Larsson et al. [5] 0.161 25.722 0.951 

Zhang et al. [7] 0.205 22.581 0.921 

Deoldify [31] 0.161 23.983 0.939 

Zhang et al. [32] 0.153 25.72 0.947 

Jheng et al. [21]  0.125 26.725 0.95 

Scaled-YOLOv4-p7 (our) 0.133 26.903 0.951 

 

Comparing the previously discussed methods using both ImageNet and COCO-Stuff datasets, it was 

found that some papers produced the colorized images with png extensions, while others produced their 

images with groundtruth extensions. For this reason, we managed to produce our colorized image with 

both extensions to investigate if the extension has an impact on the results.  

 

Table 3 shows the results of the methods comparisons using ImageNet and COCO-Stuff. it is obvious 

that our results with png is the best for both datasets in all metrics. On the other hand, when using the 

groundtruth extension, we achieved better results in all metrics; LPIPS, PSNR and SSIM. 

 
Table 3 Quantitative comparison for Imagenet and COCO-Stuff splits. First block models trained on Imagenet dataset. 

Second block models finetuned on the COCO-stuff training set 

Method 

ImageNet ctest 10k COCO-Stuff validation split 

Image 

extinction 
LPIPS↓ PSNR↑ SSIM↑ 

Image 

extinction 
LPIPS↓ PSNR↑ SSIM↑ 

Ground truth JPEG       jpg       

Lizuka et al. [6] png 0.207 23.122 0.908 png 0.194 23.347 0.915 

Larsson et al. [5] png 0.193 24.109 0.913 png 0.189 24.108 0.920 

Zhang et al. [7] png 0.240 21.630 0.892 png 0.236 21.639 0.898 

Deoldify [31] png 0.193 23.586 0.908 png 0.186 23.707 0.916 

Zhang et al. [32] JPEG 0.161 25.932 0.921 jpg 0.152 26.368 0.928 

Jheng et al. [21]  JPEG 0.149 25.757 0.921 jpg 0.137 26.372 0.929 

Scaled-YOLOv4-p7 (our) JPEG 0.155 26.345 0.923 jpg 0.138 27.248 0.933 

Scaled-YOLOv4-p7 (our) png 0.146 26.433 0.926 png 0.130 27.439 0.935 

 

5. Conclusions 

The aim of this paper is to study the effect of using object detection in image colorization. We used 

Scaled-YOLOv4-P7 instead of Mask R-CNN detectors before image colorization. Scaled-YOLOv4 was 

used to study the effect of using a real-time detector on the colorization results and due to its superiority 

in comparison with Mask R-CNN on COCO dataset. Our results proved that using object detection 

improves the quality of the colorization results. Furthermore, improving the object detection method or 

using a better object detection method also increases the quality of the colorization results. Finally, 

producing the colorized images in png extensions produces better colorization qualities. As for future 

work, it might be beneficial to use other object detectors with colorization, in addition, segmentation 

techniques might improve the results if used with object detection and colorization.  
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