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Abstract: Nowadays, video analysis is an important research area especially from a security point of 

view. The discovery of unusual activities is important because it is a difficult task for humans especially 

with increasing number of surveillance cameras in all crowded places. That is because it requires a lot 

of human effort, and these activities happen rarely. Also the definition of anomaly events is different 

based on the location of the event. For example running in the park is a normal event but running in a 

restaurant is an abnormal event. The event is the same but the place was the factor of making it normal 

or not. The main objective of this paper is to compile what has been achieved in the field of anomaly 

detection and compare them, and to look at the different datasets used in the recent period. We will 

show how to detect and identify anomalies in videos, approaches for video anomaly detection and also 

what are the latest learning frameworks. 
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1. Introduction  

 

Now, Closed-circuit televisions (CCTVs) are everywhere, especially crowded places. So, it is very 

important to use machine learning to help detect anomalies in those places. Without the help of artificial 
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intelligence, this task will require a lot of human efforts to monitor a lot of screens and discover these 

cases [1], knowing that they are rare [2]. 

 

There is no fixed definition of anomalous events because the event varies according to the location of 

the event [3][4]. For example, running in parks is normal, but running in a restaurant is strange. The 

event, which is traction, changes its evaluation according to the place in which it occurred. Those 

differences add more challenges to machine learning to discover these events in applications in our 

daily life. There are also some other challenges like environmental conditions (presence of shadow, 

different lighting, appearance of obstructions, background problems, etc.), crowd density, the complex 

nature of human behavior. These things add further challenge to machine learning to discover 

anomalies. 

 

Some modern works deal with the problem of discovering anomalies as a binary classification problem 

(normal and anomalies) [5], and some other works focus on classifying each event separately, as each 

moving object is tracked and behavior is studied to determine if it is normal or not. 

 

Fixed surveillance cameras can be used, such as surveillance cameras in the streets or in front of stores, 

or mobile surveillance cameras such as front car cameras or police cameras. However, there is little 

research to detect video anomalies using mobile cameras, so this research will focus on machine 

learning methods to detect anomalies using fixed cameras. 

 

The rest of the paper is organized as follows: In Section 2, the methods of classification. The recent 

training and learning frameworks are discussed in Section 3. Section 4 shows approaches for video 

anomaly detection. Section 5 lists the available data sets and a comparison between them. The final 

section gives concluding remarks on some future research areas. 

 

2. Classification of video anomalies 

 

There are two factors to detect and identify anomalies in the video 1) complexity of the environment, 2) 

the type of anomaly. 

 

Moreover, the complexity of the environment depends on the density of moving targets in the scene. 

Based on the density of moving objects, the environment can be classified into three types which are 1) 

a slightly crowded environment (10 sqft/person), 2) a moderately crowded environment (4.5 

sqft/person), and 3) a crowded environment (2.5 sqft/person) [5]. 

 

The types of anomalies can be classified as local anomalies and global anomalies. A local anomaly is a 

significant deviation from neighboring activities such as a car moving in the opposite direction 

[6][7][8][01][00]. You will find that the behavior of the individual is different from his neighbors [01] 

like someone is walking on grass and other people are walking on the road. On the contrary, the global 

anomaly is the activities that interact with each other strangely, regardless of individual behavior [01] 

like everyone are running suddenly on the same time. 

 

3. Training and learning frameworks 

 

Learning methods used in deep artificial neural networks to detect anomalies in crowded scene videos 

are classified into four categories: they are supervised, unsupervised, semi-supervised and active 
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learning [00][12]. Human intervention and prior knowledge of labels during training are essential pillars 

of this classification. 

 

3.1. Supervised video anomaly detection 

 

The main pillar in the use of supervised learning is the use of binary classification using labels 

associated with anomalous or normal events. Therefore, each label must be clearly identified whether it 

is anomalous or not. Also, balance must be taken into account in the labels, as well as providing a lot of 

training videos. Despite this, there are some problems, such as a lack of frames that contain anomalies, 

or there are problems in determining whether that frame will be anomalous or not [00]. Therefore, the 

prevailing trend is to use the other two methods, which are unsupervised and semi-supervised training.  

 

3.2. Unsupervised video anomaly detection 

 

Unsupervised learning uses co-occurrence statistical concepts from the unlabeled video data [12]. These 

methods are used in the auto-labeling of the unlabeled video data [00]. Learning methods without 

supervision require a lot of video dataset and massive computational resources. When they are 

available, methods of learning without supervision surely excel over methods of supervised learning 

[00]. 

 

3.3. Semi-supervised video anomaly detection 

 

The main pillar in using semi-supervised learning is the use of weakly-labeled normal instances of 

video. This type is widely used because it uses the advantages of both supervised and unsupervised 

techniques. In the last period, models based on deep-autoencoder are trained with training data that 

includes only normal events so as to produce minimal reconstruction errors for normal activities [00]. 

 

3.4. Active learning-based video anomaly detection 

 

The methods within this category do not require training data either in the labeled or unlabeled form. 

Instead, these models are based on knowledge of the external domain [2]. Learning in such models is 

immediately achieved based on parameter adjustments / adaptations during inferences on the test video. 

 

 

A summary of the previous four different types of methods is described in table 1. It shows some works 

for each category. 
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Table 1: Categorization of learning methods to detect anomalies in crowded scene. 

 

Category Reference Feature Dataset AUC frame level 

Supervised 

Mahadevan et al. [6] Dynamic textures UCSD  

Cong et al. [13] Spatio-temporal UCSD 47.1%, 86.8% 

Biswas and Gupta [14] Motion UCSD, UMN 88.71%, 96.70% 

98.34% 

Luo et al. [15] Convolutional neural 

network 

UCSD ped2, Avenue 92.21%, 81.71% 

Ravanbakhsh et al. [16] Motion UCSD, UMN 97.4%, 93.5%, 99% 

Luo et al. [17] Convolutional neural 

network 

UCSD, Avenue 75.5%, 88.1%, 77% 

Sabokrou et al. [18] Convolutional neural 

network 

UCSD Ped2 N/A 

Ullah et al. [11] Spatio-temporal UCSD, UMN N/A 

Ionescu et al. [10] Appearance and UCSD Ped2, Avenue 97.8%, 90.4% 

Khan et al. [11] Histogram of UCSD, UMN 81.08%, 93.75%, 

98.18% 

Zhou et al. [22] Fused Motion UCSD, UMN, Avenue 83.5%, 94.9%, 

86.1%, 86.1% 

Singh et al. [23] Convolutional neural 

network 

UCSD, Avenue 94.6%, 95.9%, 

89.3% 

Unsupervised 

Xu et al. [24] Motion UCSD 92.1%, 90.8% 

Sabokrou et al. [25] Spatio-temporal UCSD ped2, UMN N/A, 99.6% 

Li et al. [26] Spatio-temporal UCSD, UMN 87.2%, 89.1%, 93% 

Ionescu et al. [27] Spatio-temporal UCSD, Avenue 68.4%, 82.2%, 

80.6% 

Hu et al. [28] Motion UCSD, UMN, Avenue 62.62%, 74.04%, 

99.3%, 87.19% 

Bansod et al. [21] Histogram of 

magnitude and 

momentum 

UCSD, UMN N/A 

Semi-

supervised 

Bertini et al. [20] Spatio-temporal UCSD N/A 

Hasan et al. [21] Convolutional neural 

network and motion 

UCSD, Avenue 92.7%, 90.8%, N/A 

Liu et al. [32] Intensity and motion  UCSD, Avenue 83.1%, 95.4%, 

85.1% 

Active 

learning-based 

Roshtkhari et al. [33] Spatio-temporal UCSD N/A 

Yuan et al. [34] Structural Motion UCSD, UMN 91%, 92.5%, 

99.67% 

Nawaratne et al. [35] Convolutional neural 

network 

UCSD, Avenue 75.2%, 91.1%, 

76.8% 

 

 
4. Approaches for video anomaly detection 

 

There are two methods of detecting anomalies in videos: accuracy-oriented approaches and processing-

time-oriented approaches [36]. 
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4.1. Accuracy-oriented approaches 

 

Accuracy-oriented approaches detect and localize anomalies with high accuracy and low false alarms.  

Complex models are trained with the largest number of features to achieve the high precision required 

at the expense of high processing time [36]. It wants to make video anomaly detection methods suitable 

for offline applications using all available training video datasets [00]. Some of the important research 

works are based on temporal regularity model [21], generative models [37], spatio-temporal / predictive 

models [22], hybrid models [38], and models using detection of the STIPs [31]. 

 

4.2. Processing-time-oriented approaches 

 

Processing-time-oriented approaches detect and localize anomalies with minimum frame processing 

time and a competitive level of accuracy. It wants to make video anomaly detection methods suitable 

for online applications using high computational speed and less computation space [36]. Few important 

research works are based on generative models [30], temporal regularity model [31], spatio-temporal / 

predictive models [42], hybrid models, cell-based models [36]. 

 

 

5. Datasets 

 

The available data sets are rather scarce, due to the fact that the research topic is rather new and also due 

to the scarcity of anomalies in the crowded scenes. We will talk about the most common datasets, and 

they are listed in the table 2. It shows a brief for available dataset. 
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Table 2: Comparison between the public datasets contain anomaly events in crowded scenes 

 

Dataset Description Number of Images or Videos 

University of 

California, San 

Diego (UCSD) 

[44] 

Peds1: Clips of groups of people walking towards 

and away from the camera, and some amount of 

perspective distortion. 

Peds2: Scenes with pedestrian movement parallel 

to the camera plane. 

Peds1: Contains 34 training video samples 

and 36 testing video samples. 

Peds2: Contains 16 training video samples 

and 12 testing video samples. 

University of 

Minnesota 

(UMN) [45] 

Three scenes for crowds running. Crowd Escape Panic, 11 Videos, 3 Scenes. 

Avenue [46] 

The videos are captured in CUHK campus avenue 

with 30652 (15328 training, 15324 testing) frames 

in total. 

Contains 16 training and 21 testing video clip. 

PETS 2009 [47] 

The datasets are multisensor sequences containing 

different crowd activities. 

S1: Concerns person count and density estimation.  

S2: Addresses people tracking.  

S3: Involves flow analysis and event recognition. 

Contains 11 videos. 

Anomalous 

Behavior/ York 

[48] 

Collection of 6 datasets with names: 

Traffic-Train 

Belleview 

Boat-Sea 

Boat-River 

Caouflage 

Airport-WrongDir  

Traffic-Train: 19218 frames. 

Belleview: 2918 frames. 

Boat-Sea: 450 frames. 

Boat-River: 250 frames. 

Caouflage: 1629 frames. 

Airport-WrongDir: 2200 frames. 

Queen Mary 

University of 

London (QMUL) 

Junction 

[49][55][55][55] 

A busy traffic dataset for 1 hour Contains 90000 frames 

MIT Traffic [53] 
It includes a traffic video sequence of 90 minutes 

long. It is recorded by a stationary camera. 
Contains 20 clips. 

Violent flows [54] 

A database of real-world, video footage of crowd 

violence, along with standard benchmark 

protocols designed to test both violent/non-violent 

classification and violence outbreak detections. 

The shortest clip duration is 1.04 seconds, the 

longest clip is 6.52 seconds, and the average 

length of a video clip is 3.60 seconds. 

Contains 246 videos. 

BOSS [55] 

It is a fairly realistic dataset for pose, action and 

interaction recognition. It consists of video/audio 

recordings of acted actions inside a moving train. 

It used multiple calibrated cameras. 

Contains 130 videos for 19 events. 

Crowd [56] 

There are a total of 470K human instances from 

train and validation subsets and 23 persons per 

image, with various kinds of occlusions in the 

dataset. 

Contains 15000, 4370 and 5000 images for 

training, validation, and testing, respectively. 

BEHAVE [57] 
It comprises of two views of various scenarios of 

people acting out various interactions. 
Contains 4 clips. 
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6. Conclusion 

 

The topic of anomaly detection in crowded scenes is important and interesting. In this article, we 

discussed how to classify videos as anomaly and mentioned each classification of them. We also 

discussed modern training and learning frameworks and dealt with each type of them. We covered the 

latest approaches to discovering anomalies in video, and what is the differences among them. We also 

collected most of the databases used in this field of research, some of them are used a lot and some of 

them are of little use. Finally, there are still some challenges in this field of research, and researchers are 

still providing new solutions.  

 

Video anomaly detection can be applied in many fields of video surveillance applications such as traffic 

violations, abnormal crowd behavior and criminal activities. It will save a lot of time and efforts. Also it 

will make the anomaly detection more accurate. 

 

For future work we recommend to use datasets UCSD, Avenue because they have different anomaly 

events and also they are in park and in campus so these events are mostly like other events in crowded 

scenes. Also we suggest a model in which Convolutional Autoencoder learns the spatial features to 

detect anomaly events from video sequences. We will extract local features from the videos, which are 

then used to train a normative model. 
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