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Abstract: Recent years have witnessed a great development in the use of deep learning in the applied 

fields in general, including the improvement of remote sensing. Satellite imagery classification has 

played a prominent role in various development processes. This paper presents a new improvement in 

automatic urban classification using One Dimension Convolutional Neural Network (1DCNN) 

architecture. The suggested approach has three enhancement processes. First, select training boxes for 

different classes and create many pixels with variable class signatures. This makes the training process 

dependent on the broadband of signature for the classes. Second, modified 1D convolution was used to 

re-encode pixel values to increase distinguish power. Third, adding a new median filter layer at the end 

of network architecture to remove pixels like noise to make the resulting map smoother. An image of 

Greater Cairo is used and the different urban classes are defined within it. The proposed method was 

compared to other methods based on pixels. The proposed method proved to be numerically and 

visually superior. 

Keywords: Satellite images, image classification, semantic segmentation, deep learning, 1DCNN, data 

augmentation, neural net training, Urban area classification 
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1. Introduction  

 

The use of satellite imagery has become essential in our present life. Several Earth observations 

satellites have been launched which send exceptionally enormous amounts of data daily [1]. These 

data have contributed to sustainable development processes, whether agricultural, geological, urban, 

or other aspects of development[2]. It became necessary to deal with this data automatically, 

whether it is processing or interpretation. This led to a great development in machine learning 

technologies that are used in processing and understanding remote sensing data [3]. 

The new thinking has contributed to dealing with data processing units and the production of the 

matrix processing processor, or what is called the Graphic Processing Unit (GPU), which increased 

the computing power when working with convolutional calculations on exceptionally large matrices 

[4]. Before that, the development of building artificial neural networks and converting them into a 

Convolutional Neural Network (CNN) capable of dealing directly with image matrices. At the same 

time, the open-source community is being organized to build customized software libraries for deep 

learning networks and the expansion of participation in them on the one hand. On the other hand, 

datasets are more challenging and powerful in education and training [5]. All this was done through 

open international competitions, which led to a global movement in this field and is still ongoing 

[6]. 

CNN's basic idea is based on a series of convolutions and pooling with activation functions in the 

presence of a set of Convolutions filters containing many learning weights. Weights are adjusted 

during the training process through backpropagation using a loss function. This process requires 

many computations, especially for adding and multiplying matrices, which is what GPUs provide. 

The most used CNN models are AlexNet [7], VGGNet [8], InceptionNet [9], and ResNet [10]. All 

models are a basic part of most deep learning frame works [11]. There are also many improvements 

that have been added for CNN frameworks to improve the learning process. These improvements 

include batch normalization[12], data augmentation [13], dropouts [14]. All these improvements 

make CNNs a state-of-art technique, skipping all previous methods. 

The Convolutional Neural Network was originally created to handle 2D images using 2D 

convolution filters [15]. When the filter size is m x m where m is usually 3, 5, or 7. When m is a 

value of 1, this means re-encoding the input image. It produces images of the same size but with a 

different encoding. This technique is usually used for less difficult problems that require faster 

execution. On the other hand, they can be relied upon when dealing with pixel-based semantic 

segmentation [16]. The structure of 1DCNN is simple.  It is consisting of the few numbers of 

convolution layers followed by one or two fully connected layers as MultiLayers Perceptrons (MLP) 

[17]. This simple structure is suitable for simple pixels-based classification. 

Classification of satellite images using different machine learning technologies has become a vital 

topic over the past years, especially with the huge boom in deep learning techniques [3], [18]. 

Satellite images differ from traditional images in several things, the most important of which is high 

dimensionality so that there are many bands other than red, green, and blue. Also, Satellite images 

have richer content than traditional images. On the other hand, few training samples for supervised 

learning classification are available for satellite images [19]. There were many ways to solve these 

challenges using shallow or deep learning [20].  

There are many traditional methods used in space image manipulation software such as k-Nearest 

Neighbors (k-NNs), Support Vector Machines (SVMs), and Random Forests (RFs) [21]. These 
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methods are primarily used for their ease of use with good accuracy in dealing with pixel-level in 

images classification. Random Forests (RFs) develop a multiple of decision trees then combine the 

results through voting between these trees [22]. Support Vector Machines (SVMs) aim to get the 

best separator hyperplane between two classes using its kernel function. The main problem with 

SVM in large training data is failing to find an ideal solution in a reasonable time. 

Satellite image classification methods are divided into two types. The first type is pixel-based 

methods, in which the pixels are classified pixel by pixel for the entire image and this type is trained 

using a pixel dataset. The second type is object-based methods, where the pre-selected objects are 

created to perform the classification process for them, and their training relies on the pre-classified 

images. The first type is the most commonly used, especially with remote sensing packages, as it is 

easier and cheaper to collect and label training data. Although, the traditional methods that depend 

on pixels to train have become weak in obtaining the variety of data in the presence of data scarcity. 

As for image-based classification, it requires massive amounts of data to figure out what needs more 

effort and cost. So the question is, is the improvement in efficiency equivalent to the cost and 

additional effort required? So the question was how do we use a deep learning approach and use a 

pixel-based approach where we can take advantage of deep learning and at the same time get the 

benefits of a pixel-based approach with ease and cost. That is what we presented. 

Our main contributions in this paper are: first to introduce a new data collection method for 

geospatial data to process satellite images represented by polygon-based training data, which is an 

intermediate method between pixel-based method and image-based method, characterized by an 

increasing number of total pixels with diverse representation for the target class. Second, to 

introduce a simple convolutional neural network based on a 1x1 convolutional filter to re-encode the 

input data and also add a new intermediate filter to the output layer which improves the resulting 

semantic map. 

The remainder of this paper is organized as follows: in section 2, we provided the details of 

Building geospatial dataset for training and testing our proposed model.  In section 3, it includes the 

enhanced 1DCNN architecture. The evaluation methods are explained in section 4. In section 5, we 

clarified the practical experiments, including the study area, the different settings for the 

experiments, the specifications of the training data and their types, and finally the different 

comparisons between the proposed method and the other methods, numerically and visually. Section 

6 concludes the paper. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



16 N. Laban et al. 

 

2. Building spatial ground truth dataset  

 

Figure 1:  Collecting geospatial polygons for required classes to get its spectral values 

 

 

Working with satellite imagery, the best way to define a training dataset is to use a geospatial polygon 

around the classes to be identified. We only relied on rectangular shapes as their pixels then used them 

to train our model. Error! Reference source not found. illustrates the steps of collecting and registering 

data for the different classes. Firstly, a group of experts move to the work field using either the naked 

eye or a drone to draw the polygons of each class using one of a mobile application. Secondly, 

geospatial polygons are placed on the satellite images scanned on the same day and subsequently cut 

out the parts of the image with specifying the class for each part to be used after that in building the 

training images. The process of collecting ground truth data is accompanied by satellite images so 

simple classes can be predicted from them. 

 

After examining the different rectangles for each class of classes to be classified by popular GIS 

platform. We take the pixels in each rectangle and put the class label on it as shown in Figure 2. We 

have many pixels per class that expresses the diversity in the pixel signature of this class, which 

improves the classification ability of the model used. 

 

Detect classes Draw rectangles Drop down on Satellite Image 

Urban 

Vegetation 

Drone Satellite 

Water 
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3. Enhanced 1-DCNN Architecture  

 
The proposed approach is formed of a simple convolution neural work architecture. It is formed of two 

convolution layers, one fully connected layer, and the final median filter layer as post processing step. The 

detailed structure of the proposed architecture shows in  

 

Figure 3.  

After specifying training pixels of each class using rectangle polygons, these pixels are stacked into one-

dimension vector with its class labels. Each pixel consists of 10 spectral values. The input layer is fed to 1D 

convolution with 64 convolution filters with 1x1 (1-Dimension) with one step stride and the same padding.  

ReLU (Rectified Linear Unit) as an activation function is applied to generate the output of the first convolution 

layer, the vector depth is 64.  The second convolution layer is formed of 56 convolution filters with 1x1, 1 stride, 

and the same padding with the same activation function. The output of the second convolution layer is a vector 

with depth of 56. The output of the second convolution layer is fed to the first fully connected layer with 160 

neurons. Then then second fully connected layer with 160 neurons.  The output of the fully connected layers is 

fed to the softmax layer with cross-entropy as a loss function to get the first output semantic map.  A new median 

filter layer is added to remove noise-like values to produce the final output classification map. 

 

Figure 2: create  pixel dataset for each class 

 

Multispectral image  

Class 1 

Class 2 

Class N 

Array of spectral values of class pixels 
with  
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Figure 3:  Proposed architecture of enhanced 1DCNN 

 

3.1. One-Dimension Convolution Layers 

 

A one-dimensional convolution layer is based on a 1x1 pixel filter. With multiple filters of this 

type, a new multi-band image is produced by the number of filters used. The convolution 

process becomes a re-coding of pixel values in a larger range, as the number of filters used may 

reach up to 64. Figure 4 illustrates the process of one dimension convolution. The purpose of 

the training process becomes to obtain the best values for these filters to achieve the highest 

possible result. 

 

 
Figure 4:1x1 Convolution filter -  One Dimension Convolution Process 
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Fully connected Layer  

 

A fully connected layer is designed to perform the required classification between convoluted 

layers and classification maps. It takes auto-generated features from convolution layers. 

Therefore, it contains a larger number of parameters and is more difficult in the training 

process. Therefore, when designing it takes care to be a few in the number of neurons as 

possible. The designed Fully connected layer is formed of two layers. Each one of them is 

formed of 160 neurons. On top of these layers, there is a softmax layer to calculate the cross-

entropy loss. 

 

3.2. Median Filter Layer 

 

We have added a new layer to the network structure which is formed of a median filter. Its filter 

is designed to remove noise like value from the resulted classification map calculated by the 

softmax layer. This filter makes the resulted image much smoother. It gets the most dominant 

value in the region of filter either 3x3, 5x5, or 7x7. Figure 5 shows the process of removing 

noise-like values by using the dominant value in its neighborhoods. 

 

 
Figure 5:  Removal of noise like value using median filter 

 

 

 

4. Evaluation Metrics 

 

We rely on rectangular areas to train the proposed method, and to determine their accuracy and 

compare them to other methods, we find the total pixels contented in each rectangular area in the 

test set. Hence, the number of predicted pixels and ground truth pixels of all kinds are used in 

calculating accuracy. We have used evaluation metrics that is popular in the corresponding 

business, namely, recall and precision and F1-score. Equations 1 to 3 specify the method for 

calculating each metric. 

 
Also, we depend on macro accuracy rather than the weighted accuracy. Macro accuracy is 

calculated by averaging the individual accuracy of each class as there are unbalanced distribution 

of classes. 
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Figure 6: Great Cairo sentinel 2  Satellite  

 

5. Experimental Results 

 

To determine the efficacy of the proposed method, we made several experiments compared with 

other methods and changed a large number of parameters to get the best one. All of these 

experiences are carried out using an area of significant diversity in urban classes.  

 

5.1. Study Area and Material 

 

Our study area includes the region of Great Cairo satellite images collected by the Sentinel-2 

satellite with a resampled spatial resolution a 10-meter starting at July 2020 as in Figure 6. Ten 

bands are selected from Sentinel-2 satellite image bands to form spectral values of pixel. 

Radiometric and geometric correction are applied to the resulted mosaic. Mosaic width is 6324 

pixels and height is 3330 pixels. The area of mosaic is about 2100 square kilometers.  

 
 

 

5.2. Implementation Details 

 

We have implemented our Enhanced 1DCNN framework using Keras based on TensorFlow as a 

backend which is pre-installed on Linux operating system with NVIDIA Tesla K80 GPU and 

12GB RAM located in Google Cloud Platform (GCP). We used a learning rate equal to 0.0002 

using 200,000 iterations with patch size equal to 64. Meanwhile, we used ADAM optimizer to 

update weights of the Enhanced 1DCNN model to reduce back propagation losses. 

 

5.3. Dataset Specifications 

 

We have four classes in urban areas plus a class under construction. This is in addition to four 

general classes: water, desert, roads, and vegetation. The total number of classes is nine classes. 
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The urban area includes four classes, starting from the most crowded and least green areas to the 

least crowded and greenest areas. Class 1 represents the urban blocks like Bulaq El-Dakrour, Kafr 

Tahmas, and Saft Al-Laban where housing is unplanned and green spaces are very few. Class 2 

includes areas such as Mohandessin, Nasr City, and Heliopolis, where the urban blocks are more 

organized and the green spaces are more than class 1. As for class 3 many areas of the new cities, 

such as Sixth of October, New Cairo, where the buildings are organized and more green spaces. 

The class 4 is more organized, greener, than other areas, such as some New Cairo and Al-Sheikh 

Zayed areas such as Al-Rehab and closed residential compounds. Figure 7 shows examples of 

different classes. Table 1 illustrates the details of each class number of pixels and percentage in 

training and testing datasets. The percentage of each class is propositional to its occurrences in the 

total image. 
 Table 1: Details of each class number of pixels and its percentages in training and testing datasets 

 Training Pixels Testing Pixels 

Class Number of Pixels Percentage Number of Pixels Percentage 

Under Construction 52366 6.7% 22425 3.8% 

Urban1 24233 3.1% 18133 3.0% 

Urban2 16339 2.1% 7020 1.2% 

Urban3 21616 2.8% 15746 2.6% 

Urban4 5273 0.7% 3473 0.6% 

Roads 22558 2.9% 12681 2.1% 

Desert 560868 71.5% 445164 74.8% 

Vegetation 56871 7.3% 33308 5.6% 

Water 23971 3.1% 37402 6.3% 

Total Number 784095 
 

595352 
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Urban 1 

 
Urban 2 

 
Urban 3 

 
Urban 4 

 
Under Construction 

 
Desert                                          Roads                         Vegetation                               Water 

 
 

Figure 7: Different rectangles examples for urban classes and other classes 
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5.4. Accuracies Comparison 

 

The use of Enhanced 1DCNN has shown remarkable progress in the results we obtained compared 

to other methods either statistical methods as Random Forests (RFs) or Non-statistical methods as 

k-Nearest Neighborhoods (kNNs). These methods are the most used methods in satellite image 

processing platforms as ERDAS Imagine®, ENVI® and Trimble eCognition® Suite. Figure 8, 

Error! Reference source not found., and Figure 10   illustrate the precision, recall, and F1-score, 

respectively. Figures shows the comparison between the proposed methods and traditional methods 

of pixel-based methods namely kNNs and RFs. The k neighbors for kNNs is 3. RFs parameters are 

number of jobs and number of estimators. Number of jobs is 5 and number of estimators is 45. The 

enhanced DCNN shows a remarkable improvement for almost all classes and the overall accuracies 

is macro or weighted accuracies. 

Figure 11 shows a visual comparison between proposed method and the common pixel-based 

methods. Two different regions were used for comparison. The first is East Cairo and the other is 

Downtown. This possibility contains many classes. The proposed method showed results more 

smoothly and with higher accuracy than other methods. Figure 12 shows the result of classification 

of Greater Cairo.  

 

5.5. Results Discussion 

 

The proposed method is based on pixel-based image classification, meaning it is based primarily on 

pixel classification. In the final stage, the image is also classified pixel by pixel. This depends on 

the ability of the classifier to make the correlation between the input pixel signature and the 

corresponding semantic class. The main benefit of pixel-based methods in the field of remote 

sensing is the speed and accuracy in collecting field data. The proposed method took advantage of 

data collection using polygons, which increased the number of collected data, and at the same time, 

it was converted to pixels. Other methods of Deep learning rely on image-based classification, 

which is the most difficult and most expensive.  

Regarding to other pixel-based methods, it depends primarily on the pixel signature itself 

represented here by 10 spectral values. While the proposed method is based on these spectral 

values, it has relied on three strategies to find out the correlation between these spectral values and 

their semantic classes. The first is re-coding these values using 1x1 convolution filters, the second 

is the use of a median filter, which removes the unwanted pixels, and the third is the use of fully 

connected layers, which was able to know the invisible relationship between the input and output. 

All this in the end led to the superiority of the proposed method over the rest of the pixel-based 

methods. 

From the review detail of the results, we see that the basic classes were easier to distinguish 

between the overlapping urban classes, and the easiest of them was water. Between them, we find 

the distinction between the different urban classes, which differ according to the overlap between 

them and the other classes, where urban1 was the highest in distinction, urging concrete structures 

and the least green areas, followed by urban 4, where green areas and organized form, while we 

find urban 2 and urban 3 is the least where Overlap with other categories increase. 
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Figure 8: Precision 

 

 

Figure 9: Recall 

 

 

Figure 10: F1-score 
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Figure 11: Classification maps comparisons relevant to satellite images 
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Figure 12:  Overall classification map of  Greater Cairo using proposed Enhanced DCNN. 

6. Conclusion 

 

In this paper, we proposed an enhanced convolutional neural network based on three enhancement 

processes. First, using a geospatial polygon to gather training data for training enabled us to collect 

the largest amount of training data in an easy and straightforward way using GIS software. Second, 

using a 1-dimension convolutional neural network had a great ability to learn based on a pixel-based 

approach. Third, using a median filter for the results removed the single wrong points caused by the 

pixel-based approach and made the classification results smoother. We use the proposed method to 

classify the satellite image of Sentinel 2 for Greater Cairo into five different urban classes with other 

common classes as desert, vegetation, and water. The proposed method showed a significant 

increase in terms of precision, recall, and f1- score compared to other pixel-based methods. 
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