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Abstract: 

In this paper, an intelligent advisory system is used to make the decision depend on extracting the features of 

events by using artificial intelligence techniques. The proposed system was applied in the training in medical 

institutions in the field of physical therapy. X-ray images and their corresponding reports are used as events. 

For X-ray images, the Co-occurrence matrix is used to extract the features and Evidential K-Nearest 

Neighboring Rule has used to features classification then stored in the database. Whereas, the hidden 

Markov model is used to recognize the handwritten reports after their processing. The probability theory is 

used to solve the feature's overlapping problem that makes it easier to knowledge base formation by experts.  

 The proposed system has been applied to different and several pathological patients of bone fractures and 

jaw and dental injuries. Comparing the results with the experts has shown the high accuracy that 

characterizes the proposed system. 

Keywords: decision support systems, advisory systems, rule based systems, probabilistic theory, Hidden 

Markova Model.   

1. Introduction 

Since a long time, computer scientists are interested in a decision-making process, which is considered a 

form of reasoning towards action. The decision-making contributes to choosing the best action among the 

various alternatives that are available to have some information about the current state and the consequences 

of potential actions [1]. An advisory system can be classified as a type of expert systems [2, 3] which provide 

the advices and assist in solving problems that are normally solved by human experts. Experts are employing 

some of the mathematical methods that rely on probabilistic treatment of uncertainty in various areas such as 

engineering, science, management and medicine. These methods have proven over time to lead to results of 

predictable reliability and have become integral parts of both teaching and practice in each of the fields. It 

seems natural to base probabilistic advisory systems (PAS) in these domains on the normative foundations of 

probability theory and decision theory. PAS are constructed by eliciting knowledge from human experts and 

coding it into a form that can be used by a computer in the evaluation of alternative solutions to problems 

within that domain of expertise. 
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The decision-maker is collaborating with the advisory system that identifies the elements of the problem 

from input data processing (such as images and text) and extracts features of each element separately then 

evaluates possible solutions to derive optimal decision. For example, a medical advisory system can be used 

to help determine physiotherapy system after undergoing surgery, based on the processing of X-ray images 

and its corresponding reports. In this example, physiotherapist is legally responsible for the decision to 

determine the treatment regimen. 

Advisory systems that used to support decisions can be classified as intelligent or unstructured. Both of 

advisory system are characterized by novelty, complexity, and open ended-ness [4]. In addition to these 

characteristics, contextual uncertainty is ubiquitous in unstructured decisions, which when combined 

exponentially increases the complexity of the decision-making process. As a result of the previous 

characteristics and uncertain solutions, theories of probability have been used with knowledge bases [5] to 

evaluate alternative paths to determine the optimal path that has the highest probability of a desirable 

outcome [6]. Fortunately, the medical field is considered as a fertile ground for building knowledge-based 

systems that can serve as high-level advisory [7]. 

The paper is organized as follows: Section 2 Basic Notation. Section 3 image and text evidences. Section 4 is 

devoted to fusion of evidence and decision making. Section 5 proposed method and Section 6 presents 

experimental and results. The paper is terminated by concluding and summarizing the obtained results. 

2. Basic Notation: 

A.  Basics of Dempster-Shafer Theory 

In Dempster-Shafer (DS) theory [8], a frame of discernment   is defined as the set of all hypotheses in a 

certain domain. A basic belief assignment (BBA) is a function m that defines the mapping from the power set 

of   to the interval [0; 1] and verifies: 

       ,   -      ( ) 

∑  ( )

    

        ( ) 

The quantity  Am can be interpreted as a measure of the belief that is committed exactly to A, given the 

available evidence. A subset 2A with   0Am  is called a focal element of m. In DS theory, two functions 

of evidence can be deduced from m and its associated focal elements, belief function Bel and plausibility 

function Pl .  ABel is the measure of the total belief committed to a set A. The belief function is defined as a 

mapping  012: Bel  that satisfies   0Bel ,   1Bel  and for each focal element A, we have: 
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The plausibility of A,  ,APl represents the amounts of belief that could potentially place in A and defined as: 
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  Dempster’s Combination Rule 

When there are many sources of information defined on the same frame of discernment, the mass functions 

from different sources are combined under the normalized Dempster’s combination rule [8]. 
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Where:    



CB

CmBmk


21
 represents the degree of conflict between the two sources. If 1k  the two 

evidences are in conflict and they cannot be combined. 

  Pignistic probability Transformation: 

Having combined all the available evidences, we always turn to the problem of making decisions. To do this, 

one simple approach to convert a belief function to a probability function is often adopted, that is Pignistic 

Probability Transformation  BelP  [9]. 

     6......



A A

AB
AmBBelP


 

Where A denotes the number of elements of θ in A. 

  Evidence Theory: 

Evidence theory allows using uncertain data [10]. Let   be a finite set of mutually exclusive and exhaustive 

hypotheses, called the frame of discernment. A basic belief assignment is a function   from    to [0, 1] 

verifying: 

{
 ( )   

∑  ( )   
   

 

For any      ,  ( ) represents the belief that one is willing to commit exactly to  , given a certain piece 

of evidence. The subsets ( ) from   ( ( )   ) are called the focal elements of  . Associated with   are 

a belief or credibility function     and a plausibility function   , defined, respectively, for all       as: 

   ( )  ∑ ( )

   

 

  ( )  ∑  ( )

     

 

The quantity    ( ) can be interpreted as a global measure of one’s belief that hypothesis is true, while   ( ) 
may be viewed as the amount of belief that could potentially be placed in A, if further information became 

available [10]. The decision rule can be given by different approaches as following: 

– Choose the maximum plausibility hypothesis (  );  
– Choose the maximum Pignistique probability hypothesis (    ). 

    ( )  ∑
 ( )

| |
   

 

Evidence representing algorithm [10]: 

1- Entries generation: 

For each  ni ,1 , generates 
 2 according to the basic belief function  im

, considered as probabilistic distribution over the set
2 . 

2- Conditional arbitrament: 

 Generate
2  according to experts  nn mE :1:1 ;| considered as a 

probabilistic distribution over the set 2 . 

 In case empty set   means impossible event. Otherwise event is 

focal element.  
B. Image and Text Evidences:  

I.  Image’s Feature Extraction Technique: 
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The complex information embedded in image is searched to restore into vectors defined as features. The 

feature extraction process is depending on image type which classified into binary, grayscale, indexed and 

true color. The important feature of many image types is texture [11] that the pattern of information of 

structure found in an image. Texture features can be extracted in several methods, using statistical [12], 

structural [13], model-based and transform information [14], in which the most common way is using the 

Gray Level Co-occurrence Matrix (GLCM). 

 Co-occurrence Matrix (CM): 

Co-occurrence matrix   jiCMd ,  is defined as the second-order of image histogram for each distance d and 

orientation θ. The given image is represented by  yxf , with a set of G discrete intensity levels. The matrix 

 jiCM d , is defined as its  thji, entry is equal to the number of times that: 

   

      sin,cos,,

,,

1122

2211

ddyxyx
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



  

There are two forms of CM, one symmetric [15] where pairs separated by d  for a given direction θ are 

counted, the other non-symmetric [16] where only pairs separated by distance d are counted.   

 The joint between two pixels probability  jipd , is estimated by divided the elements of CM by the total 

number of neighboring pixels  ,d in the image [17-18].   

  Feature extracting based on CM: 

According to co-occurrence matrix, Haralick [19] defines fourteen textural features measured from the 

probability matrix to extract the characteristics of texture statistics. Some of the texture features which 

contain information about image textural characteristics are defined by:  
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Where yxyx and ,, denoted as the mean and standard deviations of the row and column sums of the 

matrix respectively. 

The collection of all such features forms the feature vector. A feature vector is given by: 

  CoHCEf j

i

CL

im ,,,  

Where, i: image number, j: cluster number, θ: four possible directions ( 0 , 45 , 90  and 135 ).   

  Classification of features: 

Image classification aims to detection, identification, and classification of features which occurring in an 

image class type, these features represent on the field.Classes overlapping are a common problem in the 

image classification; it occurs when there are ambiguous regions in the class where the prior probability for 

both classes is approximately equal. Therefore, feature classification can be used Dempster-Shafer theory 

(DST) of an evidence-based approach. DST is characterized by the capability to handle the uncertainties that 

might arise due to the similarity of different expression features, and distributions of these features for 
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different expression may overlap. On the other hand, the mass values are calculated by DST that represented 

by Evidential K-Nearest Neighboring Rule. 

  Evidential K-Nearest Neighboring Rule (EKNNR): 

The mass values are calculated from the EKNNR patterns according to a distance metric for a given query 

pattern. The evidences from the neighbors are then combined using DS rule of combination.  

Let  nCLCLCLU ,...,, 21  denoted as different image classes; Q  is the feature vector to be classified and 

 KN  is the set of its k-nearest neighbors in training set. Any Ki NQ  may belong to a class UCLq  . This 

membership of iQ can provide piece of evidence to increase our belief that Q belong to qCL . The strength of 

this evidence decreases with the distance id  between Q  and iQ . This evidence is represented by mass value 

im as follows: 

    

  )(1 ii

qi

dUm

diCLm









 

Where  .  is a decreasing function of Euclidean distance from  ,0 to  1,0 such that
  0lim 


d

d


: 

    22exp iqi dd  
 

Where  is constant and q  is a parameter associated to class qCL . Such pieces of KNN evidences are 

pooled using Dempater's rule of combination: 
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And Q is classified to the class, for which the Pignistic probability [20] is maximum. 

II.  Text Evidence:  

Independently, an X-ray image’ report which was handwritten can be produced by a machine. In machine 

print, the form of the individual symbols or characters in principle is not constrained. In the text recognition, 

it is necessary to the analysis of the report layout. Where there are not only available page image text areas 

but also other elements of the report structure such as headlines or graphics, are identified. The text areas can 

be segmented into paragraphs, individual lines, and in general, also single characters due to the usually high 

precision in the production of machine-printed reports. 

As soon as the images of the written symbols are isolated, they can be mapped onto a symbolic 

representation by arbitrary techniques from pattern classification. The results of the classification are 

generally subject to one or more post-processing steps. There it is tried, to correct errors on the character 

level as far as possible by incorporating context restrictions, e.g. in the form of a lexicon. 

  Handwriting Markov Model: 

The discrete models which using to handwritten report recognition, they require the use of vector quantizer, 

which converts continuous feature representations to discrete observation sequences prior to the analysis. In 

order to be able to nevertheless deal with arbitrary continuous distributions with multiple modes or regions of 

high density in general, approximatively techniques are applied. The most widely used method consists in the 

use of mixture densities on the basis of Gaussian densities. In general, every general continuous probability 

distribution  ( ) can be approximated to arbitrary precision with a linear combination of infinitely many 

component normal distributions: 

 ( )  ̃ ∑   ( |     )

 

   

 ∑   ( |     )

 

   

 

∑                       

 

 

Where M is a finite number of mixtures.  
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The general form of continuous HMMs, therefore, uses one mixture density per state j for the description of 

the output probability density function: 

  ( )  ∑    ( |       )

  

   

 ∑      ( )

  

   

 

Where    a number of mixture components which is used may vary from state to state.    ( ) denoted to 

each of the normal distributions, furthermore possesses an individual set of parameters consisting of a mean 

vector     and a covariance matrix    . 
Semi-continuous HMMs approaches are developed which are frequently referred to as tied mixture models. 

In such models only a single set of component densities is used to construct all state-specific output 

probability densities: 

  ( )  ∑    ( |     )

 

   

 ∑     ( )

 

   

 

In semi-continuous HMMs every mixture density consists of the same number M of baseline distributions. 

  Handwrite Report Recognition: 

In most approaches for handwriting recognition, which consider isolated phrases, e.g., in X-Ray image 

report, it is the goal of the system described in the following: 

Preprocessing  Feature Extraction  Hand writing Model  

o  Preprocessing: 

In handwritten reports (HwR), normalization operations are used not only for extracting features of the words 

in order to compensate for the letter's tendency that is represented by drift and slant on baseline but also 

variations with in a line can be captured approximately [21]. Then a local binarization of the text line image 

is performed. Thus it is ensured, that intensity variations of both writing and background do not adversely 

affect the subsequent feature extraction. As a final preprocessing step, the text line image is normalized in 

size. For this purpose first local extrema of the contour of the writing are determined. Then the line image is 

rescaled such, that the average distance between these matches a predefined constant. 

o  Feature Extraction: 

Sliding window technique is used to determine the handwritten reports features. This technique is used to 

convert the text line images into sequences of feature vectors where they are subdivided text line images after 

pre-segmented and normalized to the analysis windows, which are four pixels wide and overlap each other by 

half. For each of these windows, nine geometric features are computed can be classified into groups. The first 

group of features describes the coarse shape of the writing the local analysis window which computes the 

average distance of the lower baseline to both the upper and the lower contour, and the distance of the center 

of gravity of text pixels to the baseline. Then these features are normalized by the core size in order to 

increase the robustness against variations in the size of the writing. The second group are three local trend 

attributes calculated. The second group, three local directional features are calculated describing the 

orientation of the lower and upper contour as well as the gradient of the mean of the column-wise pixel 

distributions. Finally, the average number of black-to-white transitions per column, the average number of 

text pixels per column, and the average number of text pixels between upper and lower contour are 

calculated. 

o  Handwriting Model: 

Semi-continuous hidden Markova model (SHMM) that the statistical modeling is used to represent the 

handwriting report model [22]. SHMM is performed with a shared code of approximately 2000 Gaussians 

with diagonal covariance’s. Modeling for 52 letters, 10 digits, 12 punctuation symbols, and white space are 

created by a total of 75 context independent SHMM. The number of model states is automatically determined 

depending on the length of the respective unit in the training material. All these models use the Bakis 
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topology [23] in order to be able to capture a wider variability in the length of the character patterns 

described. 

 
Fig. 1: Bakis topology [23] 

C. Probabilistic Evidence Classification System:  

For each X-ray image and corresponding handwritten report features database which consist of gathering of 

image’s features called clusters. The n set of clusters can be defined as the frame of discernment of image 

clusters  nCLCLCLU ,...,, 21 . Each cluster is gathering j subset of images denoted as

 iii CL

j

CLCL

iCL Im,...,Im,Im 21 . Feature extraction for each image  i

j
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imF is extracted and stored in database 

namely image features as: 

featureimageoflengthisk

where

L

L

L

fff

fff

fff

F

n

k

k

k

n

k

nn

k

k

i

j

CL

im

CL

im

CL

im

CL

im

CL

im

CL

im

CL

im

CL

im

CL

im

CL

im

CL

im

CL

im

CL

im

:

,

1

2

1

1

1

11211

2

1

2

12

2

11

1

1

1

12

1

11







































 

Clusters of image features are divided to intervals, 
 ii CL

UP

CL

LO ff ,
be its lower and upper boundary where

 niff ii CL

UP

CL

LO ,...,2,110  . An interval-valued belief structure is the belief structure on  i

j

CL

imF as: 

 

 

kjandni

for

ff

where

fFmf

ii

ii

j

i

CL

UP

CL

LO

CL

UP

CL

im

CL

LO

,...,2,1,..,2,1

11.....10

:







 

 12......11
11

 


m

i

CL

UP

m

i

CL

LO
ii fandf  

     13.....Im,...,Im,Im,0 21
iiii

j

i

j

CL

j

CLCLCL

im

CL

im FFm   

Interval-valued belief structure (m) is normalized with interval-valued probability masses
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The interval-value for image feature probability is measured by two measures namely feature distance 

measure  D

im j
F and feature probability distribution  P

im j
F . The probability of image feature is measured by the 

most widely measure namely Shannon entropy [24]. This measure can express as: 
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For each measure the interval structures are defined by: 
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Where, the feature image distance  D
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kj ,...,2,1 . The constraints of the optimization problem confirm the belief function and probability function 

respectively as a lower and upper probability. When the interval-valued belief structure is more precise value 

belief structure at: 

           j

i

j

i

j

i

j

i

j

i

j

i

CL

imUP

CL

imLO

CL

imUP

CL

imLOUP

CL

imLO

CL

im FPlFPlFBelFBelFmFm  ,,  

Then the constraints of optimality approach are: 

   
   

   

   

 23.....
......

.
1

























i

j

i

jjj

i

j

i

j

i

j

i

j

i

j

i

jjj

i

j

i

j

i

jj

i

j

CL

im

CL

im

PIC

im

PIC

im

CL

im

CL

im

Uf

PIC

im

CL

im

n

CL

im

CL

im

PIC

im

P

im

CL

im

i

CL

im

CL

im

PIC

im

CL

im

FPlFPlifFF

UFFPlFFBel

CLCLFFPlFFFBel

CLFFPlFFBel

Const


 



 
IJICIS, Vol.20, No. 1 

36 
 

D. Fusion of Evidence and Decision Making: 

  Evidence Fusion: 

The purpose of aggregation of information is to meaningfully summarize and simplify information rationally 

obtained from an independent source or multiple sources. Hence the evidence fusion algorithm can be done 

by algorithm 1. Combination rules are the special types of aggregation methods for data obtained from 

multiple sources. From a set theoretic standpoint, the combination and disjunction of evidence is employed 

by AND (set intersection) and OR (set union) operation respectively. The combination rule is determined 

from the aggregation of two basic probability assignment of m1 and m2 in the following manner: 

 
   









Awhere
K

CmBm

Am
ACB

1

21

12


    (I) 

  012 m  

   



CB

CmBmK 21  

The normalization factor (1-K) has the effect of completely ignoring conflict and attributing any probability 

mass associated with conflict to the null set [26]. The combination rule results which based on conjunctive 

pooled evidence can be measured by evidence measures.  

Algorithm 1: Evidence Fusion [26] 

Data:  

     Evidence of Image :   focalEvbelEvevevevEv
nimimim .,.,,...,, ImImIm 21

  

                                           nexexexexExpertsn ...,,: 21  

                                           0
kk Textim evmevm  

      Evidence of Text:   focalEvbelEvevevevEv TextTextTextTextTextText .,.,,...,,
321

  

Results: 

Fusion of  ImEv and  TextEv : evF  

donifor :1  

       fusion  

        doexinfocalEvfor iText .  

             doexinfocalEvfor i.Im  

                  focalEvfocalEvK Text .. Im  

                 Kfocalfusion .  

                belEvbelEvbelfusion Text ... Im   

      fusioninfocalsameeConcatenat  

          fusionFev             

  Decision Making: 
A belief function has to be transformed into a probability function for decision making as shown in figure 2. 

The belief function that quantifies knowledge of the actual class of  x is transformed into a Pignistic 

probability distribution [27]. Each mass of belief  Am  is divided equally between the elements of  A  for all

A . This leads to Pignistic probability distribution of class  w  defined as [28]: 

  
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k w
A

Am
wBetP
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)(          (II)  

3. PROPOSED METHOD: 
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The proposed method presents advisory system for diagnosis and taking the treatment decision based on 

evidence such as X-ray and its corresponding text report. Figure 3 shown four stages namely, X-ray 

processing evidence, hand written report processing evidence, fusion of evidences by experts, then building 

advisory system respectively. 

We consider there are two different sources for independent evidence namely image evidence (    ) and 

corresponding report evidence (      ). Each of evidence detects a set of objects denoted by: 
          {                   } 

      {                      } 

All evidence that has been obtained from the classifier that gives information on the actual class of a test 

pattern. This information can be represented by a belief mass function  ( ) after the presentation on the 

expert. Let   *          + be a frame of discernment of a decision making problem under 

consideration ( ) distinct elements   ,            Evidence belief mass function defined as a mapping 

from the power set of   denoted by    that must satisfy the two conditions. The first is mass of empty set 

which represent the impossible event is zero and the other is the mass of belief is normalized to one. An 

element     is called focal element if and only if  ( )   . Focal element represents a degree of belief 

attached to the proposition     and to uncertainly proposition, based on some evidence. 
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Fig. 2: Fusion of Evidence and Decision Making diagram 
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                                                        Fig. 3: Proposed method diagram. 

Each normalized mass function   ( ) can represent by several function associated with belief function 

known as plausibility, commonality and disbelief. Plausibility function (  ) is the most important which 

represents the upper limits of uncertainty whereas the belief function (   ) represents the lower limits. Each 

of (  ) and (   ) functions are in one to one correspondence, they may be obtained from each other through 

linear transformation. 

4. Experimental and Results: 

Samples from X-Rays image with corresponding text reports had been collected as shown in figure 4. 

 
Fig. 4: samples of X-ray Images and its corresponding reports. 

Images and Corresponding Text Reports are fed to the proposed system, then both of them take its paths 

consecutively to extract its features. Images features are extracted and stored in database after image 

processing stage as shown in figures 5 and 6. Figure 7 illustrate assertion message for storing of image 

features successfully. 
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Fig. 5: main GUI for proposed system. 

 
Fig. 6: X-ray image feature extraction 

Image’s features are classified into categories by using probabilistic evidence classification system which 

helps to retrieve the images in the fastest time. 

The corresponding report for each X-ray image is addressed during the second stage namely text processing. 

In this stage, semi-continuous SHMMs that statistical modeling of handwriting is used to extract the features 

from corresponding report passing through several steps such as tokenization, stop responding word filtering, 

count frequency as shown in figure 7. 
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Fig. 7:SHMM handwriting report  

The advisory part is achieved by placing the knowledge base rules. These rules are used both of expert men 

and the databases of image's features and automated text reports. When the query about treatment steps for 

Patients case based on X-ray images and the attached report, is fed to the proposed system and extract 

features of the image and convert the report to the computerized report, as previously explained. The rule is 

derived from both of the image and the report decisions as:  

   (      )  (                 )  (                    )                      

The matching between the query rule and the knowledge base of the proposed advisory system determines 

the method of treatment as shown in Figure 8. 

 
Fig. 8: final report 

5. Conclusion  

This paper presents a novelty advisory system in the medical field to making a decision based on image 

processing and text processing. In the image processing phase, the proposed system is fed by X-ray images, 

which used for extraction of their features that are classified according to their distinctive and stored in a 

database. In the second phase, text processing will be fed by the corresponding handwritten report which 

processed by hidden Markova model to convert it to automated report. 

 Then the results which stored in databases will be displayed on the expert that helped in the formation of the 

knowledge base. The results which were extracted from the proposed system are showed that it's convincing 

where, many of the patient's cases are applied and extract reports of treatment steps, which matched with the 

experts in the field. 
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