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Abstract: Cancer is one of the diseases, caused by cell divisions that can be fatal. It has been the second 

most common cause of death for the past period of years globally. Any region of the body can be 

affected by a wide range of disorders collectively referred to as cancer. Neoplasms as well as malignant 

tumors are other terms that are used for describing cancer. Skin is one of the body parts that can be 

affected. Early melanoma skin cancer detection is a must so that the mortality rate of skin cancer 

patients is decreased. The accuracy of early detection of melanoma skin cancer can be enhanced 

through applying machine learning methods. This paper provides a model that can detect melanoma 

skin cancer early. This model is built using the dataset that the International Skin Imaging 

Collaboration has provided. The proposed model using support vector machines achieved a promising 

accuracy of 95.96%.      

 

Keywords: Artificial Intelligence, Smart Health, Medical Informatics, Support Vector Machine, 

Convolution Neural Network. 

 

 

1. Introduction 

 

Cancer is one of the top leading causes for death around the globe, responsible for nearly ten million 

deaths in the year 2020 [1]. Skin Cancer is one of the top leading causes of death related to the Cancer 

diseases. The most common new cases of skin cancer in 2020 was 1.20 million cases [2]. Melanoma 
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skin cancer is considered one of the dangerous types of cancer that may lead to death, and it has a high 

ability to attack other organs, and tissues [3]. 

 

Machine Learning (ML) is one of the areas under Artificial Intelligence (AI) [4]. Creating and refining 

algorithms that allow computer systems to adapt their behavior based on actual data is the focus of 

machine learning [5]. AI, and ML can help in early detection and prediction of skin cancer using skin 

imageries effectively [6] [7], such a system is also called Computer-Aided Diagnostic systems (CAD). 

 

Melanoma skin cancer can be treated carefully, if detected early. However, it is possible to improve 

pathologists' performance and increase the treatment success rate by using Machine learning. The low 

contrast and high degree of similarity between areas of normal skin and areas of skin lesions present 

considerable obstacles for automatically detecting melanoma skin cancer with the power of machine 

learning techniques [8]. So, at the moment, research into automatic skin cancer detection is regarded 

enthusiastic. 

 

The structure of this paper is as follows: section 2 provides a comparison analysis of various machine 

learning techniques that are applied for skin cancer detection, section 3 contains the proposed 

methodology, section 4 shows the discussion and outcomes. Finally, section 5 concludes by outlining 

the conclusions and next steps. 

 

2. Related Work 

 

This section constructs a study comparing several ML techniques which are used in order to detect 

melanoma skin cancer.  

 

Ramya et al. [9], suggested a model based on Support Vector Machine (SVM), and the “adaptive 

histogram equalization”, and “wiener filter” for pre-processing. They used “active contour 

segmentation” for segmentation. The attributes used for the model were utilized using “Gray Level Co-

occurrence Matrix (GLCM)”. They used the “International Skin Imaging Collaboration (ISIC)” dataset. 

They obtained an accuracy of 95%. 

 

Premaladha et al. [10], proposed a smart ensemble model for categorization and prediction of skin 

cancer based on “neural networks” using Deep Learning (DL) and “hybrid AdaBoost SVM”. They used 

“Median filter” and “Contrast Limited Adaptive Histogram Equalization” for pre-processing and image 

enhancement. They used “Normalized Otsu’s Segmentation” algorithm for segmentation. Their model 

used the Skin Cancer (SC) and Benign Tumor Image Atlas dataset. The model reached 91% accuracy. 

 

Bareiro Paniagua et al. [11] proposed a methodology based on SVM. They used the PH2 “a public 

database for the analysis of dermoscopic images” dataset. The attributes were obtained using “ABCD 

rule”, for the segmentation phase, they used “lesion segmentation” technique. Their model achieved 

89% accuracy. 

 

Aima et al. [12], proposed a smart approach based on “Convolution Neural Network (CNN)”. Image 

processing is applied for feature extraction, before this image is passed to CNN. Their approach 

obtained an accuracy of 73% on the ISIC dataset. 
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Dai et al. [13], proposed a model based on CNN. Local work was done on the location where the test 

data was stored to implement the classification process. Their work was done on a huge gathering of 

multi-source datasets of skin imageries. Their model obtained reduced latency, less power, and 

confidentiality was improved along with 74% accuracy. 

 

Zghal, and Derbel [14], proposed a model based on the total of the four retrieved parameters times their 

respective weights yielding the “Total Dermoscopy Value (TDV)”. They used filtering and contrast 

enhancing algorithms for pre-processing, for segmentation they used lesion segmentation. They used 

the PH2 dataset, and their model achieved an accuracy of 90%. 

 

Lingaraj, et. al. [15], proposed a model based on SVM namely “Veritable Support  Vector Machine 

(VSVM)”. Their model focuses on extracting features from the medical imagery of the datasets. Their 

model achieved different accuracies when applied to different datasets, where it obtained an accuracy of 

83.74% on the “Health Information System (HIS)” dataset, and 89.05% on the ISIC dataset. 

 

Diame, et. al. [3], proposed a model based on an ensemble of Resnet50 which is “a convolutional neural 

network that is 50 layers deep” [16], and U-Net which is “convolutional neural network that was 

developed for biomedical image segmentation” [17]; which can be called as Resnet50_unet. As for pre-

processing they used lesion segmentation. Their model was built and tested using ISIC dataset and it 

achieved an accuracy of 95.76%. 

 

Table 1 shows a study of comparison of several machine learning methods used for the diagnosis of 

melanoma skin cancer. 

 
Table 1 Machine Learning Methods for Skin Cancer Diagnosis 

Authors Year Dataset Segmentation Machine Learning 

Technique 

Accuracy 

Ramya, et al 2015 ISIC Active Contour 

Segmentation 

GLCM and SVM 94% 

Premaladha, et 

al. 

2016 SC and Benign Tumor 

Image Atlas 

Normalized Otsu’s 

Segmentation 

ANN and ensemble 

AdaBoost SVM 

91% 

Bareiro 

Paniagua, et al. 

2016 PH2 Lesion Segmentation SVM 89% 

Aima, et al. 2019 ISIC - ANN 73% 

Dai, et al. 2019 Huge gathering of 

multi-Source skin 

imageries 

- CNN 74% 

Zghal, and 

Derbel 

2020 PH2 Lesion Segmentation Image Processing 90% 

Lingaraj, et. al. 2021 HIS, 

ISIC 

- VSVM 83.74%, 

89.05% 

Diame, et. al. 2022 ISIC Lesion Segmentation Resnet50_unet 95.76% 
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From table 1, we can conclude that the accuracy is always increased when segmentation algorithm is 

used before moving forward to the machine learning phase. Also, there are various machine learning 

techniques that can be used for melanoma skin cancer detection, such as GLCM, CNN, SVM …etc. 

However, the “support vector machine” is the most commonly used algorithm for melanoma skin 

cancer detection. 

 

3. The Proposed Model 

 

Our research aims to create a machine learning model that can classify skin cancer (Melanoma) 

efficiently. The developed model is applied to the International Skin Imaging Collaboration dataset. 

Figure 1 presents this model. 

The model consists of three main steps. The first step in our model is data pre-processing. The second 

step is feature extraction. The third step is to apply a supervised machine learning technique, and then 

evaluating the model using the accuracy performance metric. Each step will be explained in detail in the 

next following sub-sections. 

 

 

 
Figure 1 The Proposed Classification Methodology 

 

3.1. Dataset 

 

The dataset is provided by the “International Skin Imaging Collaboration (ISIC)”. ISIC is a 

collaboration between academia and business aimed at easing the use of digital skin imaging to reduce 

the melanoma death rate [18]. 

The dataset is publicly available online. It contains a total of 2000 records. 374 records for melanoma, 

and 1626 records for non-melanoma. In this dataset, each image has a different resolution that needs to 

be taken into account. This is why a pre-processing phase had to be done. The ISIC dataset description 

is presented in Table 2. 

 

Figure 2 shows some melanoma samples, and Figure 3 shows some of non-melanoma samples from the 

used dataset. 
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Table 2 ISIC dataset information 

Classification Term No. of Images Label Number 

“Melanoma” 374 1 

“Non-Melanoma” 1626 2 

 

 
Figure 2 dataset’s melanoma samples. 

 

 
Figure 3 dataset’s non-melanoma samples. 

 

3.2. Pre-Processing 

 

Image segmentation is an important phase in image processing. It is responsible for dividing an image 

into more than one region or segment based on some criteria [19]. More specifically, one of the most 

widely used techniques for image segmentation is the Otsu’s technique [20]. In our work, the accuracy 

increased when the images are segmented using Otsu threshold algorithm. In “Otsu’s Segmentation”, 

threshold is obtained. The image pixels are replaced by one if its intensity value is greater than a fixed 

threshold and a zero replaces the rest values. Determining the optimal threshold for Otsu's method often 

involves experimentation and validation. In our work, we conducted multiple experiments by trying 

different threshold values and assessing the segmentation performance using personal validation and 

then also the accuracy metric. 

 

3.3. Feature Extraction 

 

Feature extraction is useful when dealing with images; as there is a need to reduce the number of 

attributes that will be used as an input for the machine learning phase [21] [22]. Two of the most 

popular techniques for feature extraction that are used for images are “GLCM”, and “Principal 

Component Analysis (PCA)”. 

In this paper these two algorithms were applied but only one proved to be more efficient as it reached a 

higher accuracy. The PCA feature extraction algorithm is the one that reached a better accuracy. 

 

3.4. Machine Learning 

 

In this paper we tried two different machine learning techniques to detect melanoma skin cancer. The 

first machine learning technique is the Convolution Neural Network (CNN). The second machine 
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leaning technique is “Support Vector Machine (SVM)”. SVM is a method of supervised machine 

learning. Its objective is to construct a hyperplane that, in an N-dimensional space with N being the 

number of features, can unambiguously classify the dataset samples. To convert the input features to a 

different representation space, SVM uses a kernel function. Commonly used kernels include 

"polynomial function," "linear function," and "radial basis function (RBF)". Still, anyone can also 

specify his own kernels [23]. 

 

CNN is a supervised deep neural network with the main objective of classifying images in several 

predefined classes which are melanoma, non-melanoma. It can also be used for feature extraction. So, in 

our work there is no pre-processing, and no feature extraction is done as CNN can be also used for 

feature extraction. 

In case of the SVM: segmentation is done as a pre-processing using Otsu threshold. For the feature 

extraction we tried two methods: the first one is “Gray Level Co-occurrence Matrix (GLCM)” [24], and 

the second one is “Principal Component Analysis (PCA)” [25]. 

 

4. Outcomes and Discussion 

 

In this paper two different classifiers were used to conduct experiments, the first classifier is CNN with 

linear activation function, and the second classifier is SVM. The dataset was divided into a training set 

and a testing set, where the testing subset is 20% of the original dataset and the training subset contains 

80% of the original dataset. 

The proposed methodology was evaluated using the accuracy performance metric. The ratio of the 

number of correctly predicted observations, also known as True Positives (TP), to the total number of 

observations is referred to as accuracy, as shown in equation (1) [26]. 

 

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =  
𝑻𝑷

#𝑶𝒃𝒔𝒆𝒓𝒗𝒂𝒕𝒊𝒐𝒏𝒔
                                (1) 

 

The accuracy metric is commonly used for measuring performance in classification tasks for four main 

reasons. First reason: intuitive interpretation, accuracy is easy to understand and interpret. Second 

reason: universal applicability, where accuracy is a universal metric that can be used across different 

types of classification problems regardless of class distribution or imbalance. It treats all classes equally 

and provides a single numerical value that summarizes the overall performance of the classifier. Third 

reason: direct comparison, accuracy allows for straightforward comparisons between different models 

or variations of the same model.  Finally, metric stability, in many scenarios, accuracy remains stable 

even when the class distribution changes, making it robust to variations in the dataset. This stability 

makes accuracy a reliable metric for evaluating model performance across different datasets or 

applications. 

Table 3 shows the results conducted by the CNN classifier. 

 
Table 3 CNN with linear activation function Results 

No. of Epochs Accuracy 

30 56% 

20 60% 

10 62% 

 



18 Zeina Rayan et al. 

From table 3, we get that the best experiment done using CNN is when using 10 number of epochs 

where it achieved an accuracy of 62%. The accuracy achieved is relatively low because the dataset can 

be considered as a small dataset for being used in deep learning models. 

However, table 4 shows the results conducted by using SVM as a classifier using different feature 

extraction algorithms, and different kernel functions. 

 
Table 4 SVM Experiments and Results 

Segmentation Feature Extraction SVM Kernel Function Accuracy 

- - RBF 44% 

- - linear 88% 

- - poly 88% 

Otsu threshold GLCM linear 84.6% 

Otsu threshold PCA linear 50% 

Otsu threshold PCA RBF 45% 

Otsu threshold PCA poly 65% 

Otsu threshold PCA linear 88% 

Otsu threshold PCA poly 80% 

Otsu threshold PCA RBF 95.96% 

Otsu threshold PCA linear 93.48% 

Otsu threshold PCA poly 68.60% 

 

From table 4, we get that the best experiment done using the SVM is when segmenting the image using 

Otsu threshold, extracting features using PCA, and using radial basis function as SVM’s kernel function 

where it achieved an accuracy of 95.96%. 

 

5. Conclusion and Future Work 

 

Melanoma skin cancer detection is a difficult issue that has persisted for many years of research since it 

frequently does not show symptoms until much later. The model proposed in this paper for melanoma 

skin cancer detection demonstrated a detection performance of 95.96% accuracy. The proposed model 

can easily be applied to improve clinical decision making. In future work, we will work on improving 

the accuracy using CNN, through working on multi-source datasets, and trying different activation 

functions. Also, we will help develop a smartphone application that will aid in early identifying 

“melanoma skin cancer”. 
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