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Abstract: The rise of Deep Learning in the past two decades has prompted research 

into solutions to help improve Alzheimer’s diagnosis based on neuroimaging data. As 

such, a wide variety of different techniques have been used, but a clear turn towards 

the use of Convolutional Neural Networks (CNN) has been observed in the last 

decade. To effectively predicate Alzheimer's Disease (AD), this paper proposed a two 

stage method. The first stage involves learning the best representation of the training 

data using an improved sparse autoencoder (SAE), an unsupervised neural network. 

The second stage involves using a 3D-Convolutional Neural Network (3D-CNN) to 

differentiate between the health status and diseased status based on the learned 

records and MRI scan of the brain. The SAE was optimized so as to train an efficient 

model. We report on experiments using the ADNI data set involving 897 historical 

scans. We demonstrate that using 3D convolutional neural networks with sparse auto 

encoder outperform several other classifiers stated in the literature. 

 

Keywords: Alzheimer's disease (AD), Sparse autoencoder (SAE), 3D-Convolutional 

Neural Network (3D-CNN), Feature Learning. 

 

1. Introduction  

Alzheimer's disease (AD) is thought to be the most common type of dementia. 

Alzheimer's disease (AD) is a progressive neurological illness that causes memory 

loss and impairment in intellectual ability and other mental functions [1]. Although 

Alzheimer's disease is now incurable, it can be prevented from advancing if diagnosed 
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early [2]. In 2006, 26.6 million persons were diagnosed with Alzheimer's disease. By 

2050, Alzheimer's disease is expected to affect 1 in 85 persons worldwide, with 

around 43% of cases requiring high-level care [3]. The rising prevalence of 

Alzheimer's disease (AD) is causing alarm among clinicians, who perceive a pressing 

need for a reliable and effective computer-aided diagnostic (CAD) technique. 

Especially for those over the age of 65 who suffer from Alzheimer's disease. Several 

machine learning approaches have failed to diagnose Alzheimer's disease [4]. Due to 

workflow constraints, researchers have been forced to work with binary categories 

rather than numerous classes, despite the likely negative impacts on producing 

reliable judgments. 

Magnetic resonance imaging (MRI), a technology that employs a magnetic field and 

radio waves to create a detailed 3D image of the brain, can help diagnose the 

condition early [5]. Advanced neuroimaging techniques, including as magnetic 

resonance imaging (MRI), have been developed and exploited to find structural 

biomarkers for Alzheimer's disease [6]. Integrating large-scale, high-dimensional 

multimodal neuroimaging data has become difficult due to the rapid advancement of 

neuroimaging technology. As a result, interest in computer-assisted machine learning 

methodologies for integrative analysis has exploded [7]. 

Deep learning approach has been able to categories, extract high level features, and 

will also help in the correct diagnosis of AD patients with less time due to the rapid 

development of machine learning algorithms [8]. Sparse auto encoders (SAE) have 

recently demonstrated outstanding performance in a variety of unsupervised machine 

learning applications. It has outstanding performance in learning good feature 

representations in complicated and huge datasets, making it a promising answer to the 

difficulty of AD prediction [9]. An auto encoder consists of two functions: an encoder 

that converts the original d-dimensional input data to an intermediate or hidden 

representation, and a decoder that converts the intermediate or hidden representation 

back to a d-dimensional vector that is as close as possible to the encoder's original 

input [10]. Furthermore, in recent years, 3D Convolutional Neural Networks (3D-

CNN) have exhibited huge achievements for image processing tasks [11] [12] [13]. 

3D-CNN is a multi-layer artificial neuron deep feedforward neural network. CNNs 

[14] are used to automatically learn general features. CNNs are trained using a back 

propagation technique and typically comprise of several convolutional layers, pooling 

layers, and fully connected layers, with fully connected layers or other types of layers 

connecting to the output units. Because pixels share the convolution kernel, CNNs 

have fewer connections and smaller parameters, making them more widely used and 

easier to train [15]. 

In this paper, we proposed two stage methods to predicate AD. The first stage uses 

training sparse autoencoder (SAE) approach to perform unsupervised feature leaning 

and prediction of AD. We spot the light on developing a SAE model to learn effective 

features from the AD dataset and then perform classification using the learned 

features. The model is optimized using the adaptive moment estimation (Adam) 

algorithm to achieve dynamic adjustment of different parameters, and a batch 

normalization technique is applied to avoid overfitting and to improve the 
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performance, speed, and stability of the model. The second stage involves using 3D-

Convolutional Neural Network (3D-CNN) to predict the health status based on the 

learned records. 

This article is organized as follows. Section 2 discusses briefly the related work. 

Section 3 presents the proposed model. Section 4 reports the experimental details and 

the results. Finally, Section 5 gives conclusion of our work and the future work. 

 

2. Related work 

Through a review of prior studies on Alzheimer's disease diagnosis, it was determined 

that images with high dimension and a small sample size are one of the study's most 

significant problems. Deep learning methods, such as deep sparse multi-task learning 

[16], stacked auto-encoder [17], sparse regression models [18], sparse auto-encoder 

[19], and CNN, are the most recently used methods for feature selection.  

The authors of ref [20] recommended two methods: first, learn the features that 

characterize Alzheimer's illness using sparse filtering learning. For automatic 

classification, a second SoftMax regression technique was trained. The goal of this 

study was to increase accuracy by reducing the effect of features with low information 

load and features with no information load in feature selection.  

 The 3D Capsule Network, 3D-Convolutional Neural Network, and pre-trained 3D-

autoencoder were utilised to diagnose Alzheimer's disease early in [21]. A 3D-

Capsule Networks (CapsNets) can train quickly, even with little datasets, and can 

handle image rotations and transitions with ease. The goal of this research is to 

improve detection performance over Deep-CNN alone. The authors of ref [22] used a 

new framework based on deep learning methodologies for early diagnosis of 

Alzheimer's disease, which included stacked sparse auto-encoders and a softmax 

output layer. The goal of this technique was to simultaneously accomplish 

dimensionality reduction and data fusion. The binary classification provides a 

performance boost. 

In [23], an unsupervised Convolutional Neural Networks technique for feature 

extraction was presented, followed by the use of an unsupervised predictor to reach a 

final diagnosis. As input data, the authors used two types of data forms: one slice and 

three orthogonal panels (TOP) of an MRI image. For one slice data and TOP data, this 

model has accuracy of 95.5 percent and 97 percent, respectively. A sparse auto 

encoder was created to detect Alzheimer's disease in (PET/CT) brain images in [24]. 

The classifier is trained in two stages: the first stage is supervised training to identify 

the AD, and the second stage is unsupervised learning to provide an image output. 

The precision achieved 98.6 percent. 

The authors of [25] attempted a new exploratory data analysis of Alzheimer's disease 

based on deep convolutional autoencoders, with the goal of discovering correlations 

between cognitive symptoms and the underlying neurodegenerative process. A deep 

convolutional autoencoder (CAE) architecture was presented. Two experiments were 

defined in this paper: classification using a linear support vector machine and 
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prediction using a neural classifier based on an MLP with two hidden layers of 64 

neurons and ReLU activations. The accuracy of this work was up to 84 %. 

 

3. Proposed Methodology 

Our methodology is decomposed into two phases. In, first phase we used sparse auto 

encoder as feature learning technique. In, second phase, the output from the previous 

phase used as the input to 3D-convolutional neural network model. (Show figure 1). 

 

          

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: The proposed Methodology 

3.1.Dataset 

We used the structural brain MRI scans from the ADNI dataset 

(ADNI.LONI.USC.EDU). The ADNI was launched in 2003 as a public private 

partnership, led by Principal Investigator Michael W. Weiner, MD. The primary goal 

of ADNI has been to test whether serial MRI, positron emission tomography, other 

biological markers, and clinical and neuropsychological assessment can be combined 

to measure the progression of MCI and early AD. For up-to-date information, see 

WWW.ADNI-INFO.ORG [26].  A total of 897 subjects (297 patients with probable 

AD, 300 patients with MCI, and 300 healthy controls) were considered in this study 

(Table 1). 

Table 1: Demographic Clinical features of AD and MCI patients and healthy controls from the ADNI 

dataset 

Modality Total 

subj. 

Group Subj. Female Mean 

of age 

SD Male Mean of 

age 

SD 

MRI 897 

HC 300 157 78.72 4.4 143 79.72 5.25 

MCI 300 146 77.026 7.7 154 78.096 7.32 

AD 297 151 75.44 7.9 146 76.33 7.89 

3D-MRI brain 

Image preprocessing (Normalization, 
Resizing) 

Feature Extraction 
using Sparse 
Autoencoder 

Classifictaion using 3D-
CNN 

Performance 
Evaluation 

http://www.adni-info.org/
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3.2. Data Preprocessing  

The data was merged into 3D as the size was (256x256x48) Length Width and no. of 

scans for each patient to create a 3D image to feed to the model after the images were 

imported from the backup folder using Collaboratory framework, the resizing and 

normalisation processes were applied to all of the data before putting them in any 

classes, and then the data was merged into 3D as the size was (256x256x48) Length 

Width and After completing this stage, a process of collecting random patches of data 

is started in order to obtain 1000 random patches of each photo of the patients we have 

and feed them into the model later to boost model dependability, maintain model 

control, and prevent bias. 

3.3.Sparse AutoEncoder (SAE) 

The approach utilized to implement the proposed sparse autoencoder is described in 

this section. A sort of unsupervised neural network design known as an autoencoder 

duplicates its input at the output. It is made up of two parts: an encoder and a decoder. 

The goal of AEs is to learn low-level representations of incoming data that are then 

deformed to project the original data. The encoder converts the input into a new 

format. The output decodes this new representation to reconstruct the input x' using 

Equations (1) and (2), where x is the input and z is the new representation. 

            (1) 

               (2) 

In the following formula, h represents the hidden layer activation function and g 

represents the output layer activation function, W and W' represent weight matrices, 

and b and b' represent the encoder and decoder bias vectors, respectively. Instead of 

using Relu, Tanh, and other activation functions, we used the sigmoid activation 

function shown in Equation (3). 

    
 

                      (3) 

Our approach builds the reconstruction error function E between the input x and 

reconstructed input x' using mean absolute error (MAE), as stated in Equation (4). 

A sparse autoencoder is created in this research in order to achieve an effective low-

level representation of the input data under sparse limitations. As a result, 

regularisation is used to display sparsity in the cost function. The average activity of 

neurons in the buried layer is P i. (See Equation (5) for further information.) 

  ̂  
 

 
∑       

 
     (5) 

I, n, and j indicate the ith neuron, total number of training samples, and jth training 

sample, respectively, in the preceding expression. 

Furthermore, instead of using the standard stochastic gradient descent or other 

versions to train a resilient SAE, the Adam algorithm [13] is employed. The Adam 
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optimization technique allows us to apply a different learning rate for distinct 

parameters and to do dynamic parameter adjustments. Algorithm 1 shows the 

approach for the proposed sparse autoencoder (See figure 2). 

Algorithm 1 Sparse Auto encoder proposed algorithm 

Input 

Train set x 

Process 

1. Start 

2. Initialize h,g,w,w',b, b' 

3. Obtain the reconstruction error function E according to equation 4 

4. Add sparsity regularizer to cost function according to equation 5 

5. Train network 

6. End 

Output 

Reconstructed representation of the input x'    
Figure 2: Sparse Auto-Encoder Proposed Algorithm 

 Training Sparse Autoencoder 

The sparse autoencoder model is a Sequential model consist of three layers:  the first 

layer is the dense1 layer of value 343, the second layer (dense 2) is with 410 with 

sigmoid activation function and the third layer (dense 3) with 343 with sigmoid 

activation function as show in figure 3. This autoencoder uses regularizers to hold the 

best weights for the current model to be used later on in another model as initial 

weights and to learn a sparse representation in the first layer. So, we can control the 

influence of these regularizers by setting various parameters: L2 Weight 

Regularization controls the impact of an L2 regularizer for the weights of the network. 

In our approach, we train an autoencoder on a set of selected 3D objects extracted 

from the MRI scans. We extract 1000 random patches from 3888 scans in the training 

set .Adam optimizer was used to optimize the model output and Mean Absolute Error 

was used as loss function. The model succeeded in getting a loss of 23% which gave 

us an average of accuracy of 75% for 

this model. 

 

 

 

 

 

 

 

 

Figure 3: Block diagram of sparse autoencoder 
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3.4. Three-Dimensional Convolutional Neural Network 

CNNs are a sort of feedforward neural network that was created with the goal of 

processing images despite various distortions. In addition to the input and output 

layers, standard CNNs typically alternate convolutional and max-pooling layers, 

followed by a small number of fully-connected layers, as shown in Fig. 4. The first 

neural layer to receive an input signal is the convolutional layer, where neurons detect 

the primary features that characterize the images and store the information in a 

'feature map' that shows the link between the neurons and their features. It is 

customary to apply a nonlinear layer immediately after each convolutional layer (or 

activation layer). This layer, which simply sets all negative activations to 0, improves 

the model's nonlinear properties and the overall network's nonlinear properties 

without changing the convolutional layer's receptive fields. Following that is the 

pooling layer, which performs a spatial downsampling procedure. The fully linked 

layers are the last layers in the network, with neurons connected to all neurons from 

the previous layer. The amount of parameters that must be learned is reduced thanks 

to CNN properties, which improves training performance for general deep learning 

algorithms. 

 
Figure 4: Architecture of convolutional neural network 

In our study, we introduce the implementation of 3D-CNN model in details. First, 

given the volumetric nature of MR images, a network architecture that uses 3D 

convolutions was developed. The inputs were normalized 3D T1-weighted images 

and the outputs to be predicted were subject groups. 

The architecture of the network contains: 3d-conv input layer with shape (1, 48, 96, 

96) and mask (410, 7, 7) with 50 kernels of size 5×5×5 with alternating stride (6, 7, 7) 

, a Rectified Linear Unit (activation layer); a max pooling 3d with size (6, 7, 7) , two 

dropout layers with 50% and 50% respectively , flatten layer, dense layer and dense 

output layer with softmax activation  and three classes: HC, MCI, AD. (See figure 5). 

 



8 S. A. Soliman et al.  

 

 

 

 

 

 

 

Figure 5: Block Diagram of 3D Convolutional Neural Network 

 Network Architecture 

We use the set of learnt weights of each basis of the sparse autoencoder as a 3D filter 

of a 3D convolutional layer for each basis of the sparse autoencoder we previously 

trained. We get a convolutional layer of 410 3D feature maps by using all the bases 

and applying the convolutions. Convolution of an image with a basis gives a feature 

map of size (48 5 + 1) (96 5 + 1) (96 5 + 1) = 42x90x90, because the patches are 

5x5x5 in size. We additionally apply a sigmoid activation function to every unit in the 

feature map and add the bias term associated with the basis. This convolutional layer 

is anticipated to uncover local patterns and structures in the 3D input image, allowing 

the algorithm to take advantage of the image's 3D topological and spatial information. 

Pooling layers come after convolutional layers. We employ max-pooling, which 

divides each feature map into numerous non-overlapping and contiguous hidden unit 

neighborhoods. Only the hidden unit with the highest activation is kept in each 

neighborhood. As previously stated, the pooling process minimizes the number of 

units in a hidden layer, which is beneficial. Pooling also improves image robustness in 

the face of minor image distortions like translations. To minimize the size of the 

feature maps of the convolutional layer, we use a 5x5x5 max-pooling procedure in our 

technique. As a result, each feature map becomes a max-pooled feature map with a 

size of (42/5) (90/5) (90/5) = 8x18x18. After that, the outputs of each max-pooled 

feature map are piled. There are a total of 410x8x18x18 outputs with 410 feature 

Conv3D (Input Layer) 

MaxPool 

Dropout (0.5%) 

Flatten 

Dense (No. of Nodes=80) 

Droupout (0.5%) 

Dense (Output Layer) 

NC MCI 

AD 
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maps of size 8x18x18. These outputs are fed into a three-layer fully-connected neural 

network as inputs (i.e. with an input, hidden and output layer). We use an 80-unit 

hidden layer with a sigmoid activation function and a 3-unit output layer with a 

softmax activation function. The conditional probability that the input belongs to each 

of the classes are represented by the three units in the output layer (AD, MCI, and 

HC). Figure 6 demonstrates the network architecture model.  

 

 

 
 

Figure 0-1 Architecture of the 3D-convolutional neural network used for 3-
way classification 

This convolutional layer is anticipated to uncover local patterns and structures in the 3 

 

 

 

 

 

 

Figure 6: Architecture of the 3D-convolutional neural network used for 3-way classification 

4. Experimental Results and Discussion 

The proposed approach involves two steps. Firstly, the dataset is preprocessed to 

make it suitable for building our model. After preprocessing, the dataset is then split 

into train and test sets. Our interest is to obtain the latent representation of the input 

learned by the SAE model and use it to train the 3d-CNN model. Hence, once the 

SAE model is trained, the encoding part is used to create another network. The second 

stage is to train the 3d-CNN classifier using the transformed train set and then make 

predictions on the test set. The proposed method prevents any possible data leakage 

and overfitting. 

Performance of the 3D CNN was validated and tested on patients and controls, with 

three classes HC, MCI and AD. The classification included three steps: (i) training 

with 897 patients with 93% accuracy (ii) validation with 100 patients with 94% 

accuracy and (iii) testing with 300 patients with 87, 87% accuracy as shown in figure 

7 and 8 respectively. First, MRI data was randomly split into a large training and 

Input MRI 

scans 

(1, 48, 96, 96) 

Convolutional 

layer 

(410) Features 

maps of size 

(42x90x90) 

Pooling layer 

(410) Features 

maps of size 

(8x18x18) 

Fully 

connected 

layer 

(80) Hidden 

units 

Output layer 

Softmax 

layer 

3 units 

5x5x5 

Convolutio

ns 

6x7x7 

Max-pooling 
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validation set (90% of images) and a testing set (10% of images) using 10-fold 

validation. CNN's performance was evaluated by several performance measures, i.e. 

sensitivity, specificity and accuracy. Sensitivity measures the proportion of true 

positives correctly identified, whereas specificity refers to the proportion of true 

negatives correctly identified. The accuracy of a classifier represents the overall 

proportion of correct classifications as shown in table 2. 

   
Figure 7: Validation Accuracy 

 

 

Table 2: Performance Evaluation of the Proposed Model 

Class Precision Recall F1-score 

CN 0.91 0.94 0.93 

MCI 0.85 0.85 0.85 

AD 0.91 0.88 0.89 
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Figure 8: Training Accuracy 

The result shows that the low-dimensional features learned by our sparse autoencoder 

improves the classification performance of the 3D-CNN, since the proposed method 

performs better than the our previous model which used 3D-CNN without sparse auto 

encoder, which is a demonstration of the fact that the sparse autoencoder is capable of 

retaining the information in the input data while obtaining optimal low dimensional 

features. The model performs well on the test data, which is a major pointer to its 

efficiency since the model has not previously seen the data.  Furthermore, the 

proposed approach is compared with some recent scholarly works as shown in Table 

3, and it shows better performance than those reported in the literature.  
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Table 3: Classification Performance Comparison between the Proposed Model and Other Recent 

Scholarly Works. 

Reference Methodology 
Way- 

classification 
Accuracy 

Precision 

(%) 

Recall 

(%) 

[27] 
KNN-Decision 

tree- Deep learning 

5- way 

(CN-EMCI-

LMCI-SMC-AD) 

88.24% 89% 86% 

[28] Deep CNN 

4 way 

(AD, EMCI, 

LMCI, NC) 

73.75% - - 

[5] 

Deep Learning 

methods (sparse 

autoencoders and 

3D CNNs) 

3-way 

(AD vs HC, AD 

vs MCI, HC vs 

MCI) 

89.47% - - 

Our 

approach 

Deep Learning 

methods (sparse 

autoencoders and 

3D CNNs) 

3-ways 

(CN,MCI,AD) 
87.8% 91% 88% 

From the results obtained so far, it can be grasped that the proposed method shows 

significant enhancement compared to the other methods in terms of classification 

performance. And it is clear that the proposed sparse autoencoder improves the 

accuracy of the CNN compared to a case where the CNN alone was used to make 

predictions. The results also show that improved performance can be achieved not 

only by improving the structure of the neural network, but also by improving the 

preprocessing stage of the classification process. 

5. CONCLUSION and Future Work 

In this paper, we propose an enhanced sparse autoencoder-based 3D-CNN for 

Alzheimer's disease prediction. The sparse autoencoder was used to learn the 

optimum data representation, and the 3D-CNN was utilized to create predictions 

based on the learnd records. The SAE was optimized with the Adam method and 

batch normalization. On test data, the model gave an accuracy 87.8%. In future study, 

we can combine multiple datasets using advanced deep learning algorithms to boost 

the efficiency and efficacy of AD prediction at an earlier stage. In addition to, the 

proposed methodology will test on real data.  
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