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Abstract. In a multi-tenant business environment, tenants share the same 

applications and databases to store their data. Due to the widespread use of a 

multi-tenant environment, the service providers face difficult challenges daily. 

These challenges are condensed in how to guarantee the quality of service 

provided to tenants, which are documented in a formal document known as a 

Service Level Agreement (SLA). In addition, SLA should consider the irregular 

patterns of workload of tenants which may affect the level of guarantee. In 

this research, an Enhanced Multi-Tenant Database Management System (EMT 

DBMS) is proposed. In addition, an Enhanced Multi-tenant Migration 

Algorithm called EMT-M is presented, which aims to migrate the violated 

tenants depending on both the number of SLA violations and the variance rate. 

Experimental results prove that the proposed EMT-M algorithm is ideal for 
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migrating violated tenants, as it reduces the number of SLA violations 

compared to previous migration algorithms. 

 

Keywords: Service Level Agreements (SLA), Cloud Computing, Data Migration, 

Relational Database Management System (RDBMS) 

1 Introduction  

Cloud computing has become one of the most important technologies in 
academia and business. The primary goal of cloud service providers is to 
provide inexpensive services to attract many customers by reducing the costs 
of operating services [14]. The use of a multi-tenant SaaS architecture is one 
of the most promising ways to achieve this goal. In a multi-tenant SaaS 
architecture, the companies, which are referred to as tenants, share a 
common application instance and a common relational database 
management system (RDBMS) instance to store their data. 

In a multi-tenant SaaS architecture, different data layer designs have been 
proposed and used in different domains [2]. The only difference between 
these designs is the level of the data separation for all tenants. Regardless of 
the design used for the data layers, service providers face enormous 
challenges. The first challenge is to provide guarantees of the quality and 
performance of the rented services to the tenants which are known as 
performance service level agreements SLA [3,4,5,17,18]. The SLAs are 
agreements between a customer and a service provider to define the 
minimum requirements to ensure the quality of services provided. 

The second challenge is that tenants have irregular workload patterns, where 
high SLA violation rates can lead to loss of tenants. Therefore, the main 
objective is to ensure SLA to a group of tenants according to irregular 
workload patterns. In this paper, we present an enhanced multi-tenant 
database management system (EMT DBMS). We also propose an enhanced 
multi-tenant migration algorithm called (EMT-M) which migrates violating 
tenants based on both the number of SLA violations of each client site and 
the variance rate. 
 
The rest of the paper is organized as follows. Section 2 reviews the related 
work. Section 3 introduces the proposed Enhanced Multi-Tenant Database 
Management System (EMT DBMS) architecture and its components. Section 
4 presents the Enhanced Multi-Tenant Migration (EMT-M) algorithm. The 
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experimental results are illustrated in section 5. Finally, the conclusions and 
future research are presented in Section 6. 

2 Related Research Work 

Designing an effective tenant migration strategy has many concerns. Firstly, 
the proposed strategy must meet quality and performance requirements, 
known as Service Level Agreements (SLA). So, the high number of SLA 
violations of tenants indicates the potential for losing the violating tenant. 
Secondly, the proposed strategy must consider that every tenant has 
unexpected changes in workload which requires migration and replication of 
violating tenants. Therefore, the main objective is deciding how to perform 
on-demand migration of the violated tenant databases to distribute the 
unexpected workload over a flexible set of sites. 

To tackle these concerns, dynamic provisioning techniques [14] have been 
designed, which act based on workload observations. Provisioning 
techniques has two types: proactive and reactive. In the proactive approach, 
the forecasting model is used to trigger the migrations of the tenants to 
avoid SLA violations. On the one hand, the reactive approach does not use a 
forecasting model but rather detects SLA violation and uses appropriate 
technology to mitigate the SLA violation crisis. 

The authors of [8] analyzed database workload using the proposed PredRep 
approach. However, the proposed approach faces some limitations: Firstly, 
high volume tenants with a busty workload may not be suitable for 
replication; Secondly, the forecasting model used cannot be accurate if 
tenants have a continuous shift in workload. An allocation strategy was 
proposed in [8,9] which aims to reduce the SLA's penalties. The aim of the 
strategy is to determine whether to migrate the violated tenant to an 
existing virtual machine or a new virtual machine. 

In [9], an ARIMA model is used for forecasting based on short time windows. 
A flexible predictive load balancing service for multi-tenant databases called 
LABAREDA was proposed in [10] which expanded the existing work of [7]. 
The authors of [10,11] stated that forecasting using an exponential moving 
average (EMA) is more appropriate in a multi-tenant environment than using 
an ARIMA model, for making runtime migration decisions. 

However, prediction using the ARIMA model is more appropriate in some 
cases. The first case is that the ARIMA model can be used offline after all 
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training data has been verified. The second case is that the ARIMA model can 
be used when there is a slight difference in multi-tenant workloads. 
Unfortunately, if the workload changes frequently, ARIMA model needs a 
frequent update to its parameters which results in more cost than EMA 
model. In [1] the authors did not predict performance but estimated the 
response time for queries as soon as they reach the site. 

3 The Proposed Enhanced Multi-Tenant Database Management 

System (EMT DBMS) 

To overcome the limitations of the current literature presented in Section 2, 
this paper proposes an enhanced multi-tenant database management 
system (EMT DBMS) illustrated in Fig. 1. The proposed system architecture 
consists of two layers: Multi-Tenant Management (MT-M) and the Multi-
Tenant Storage (MT-S) Layer. 

 
Fig. 1. The Proposed Enhanced Multi-Tenant Database Management System (EMT DBMS) 

3.1 Multi-Tenant Management (MT-M) layer 

This layer comprises three main services: The clustering service, the 
forecasting service, and the migration service. 
 
A. The Clustering Service: Clustering service is usually accomplished by 
determining the similarity between the items depending on their 
characteristics [15][16]. This service is used to group the multi-tenant 
storage layer into separate groups using the lowest average connection cost 
between sites [6], to reduce the time required to perform the data allocation 
and execute the query transactions. 
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B. The Forecasting Service: Since any tenant requires strict guarantees of the 
performance and availability of the rental services, which are known as 
Performance Service Level Agreements (SLAs), the forecasting service uses 
the information in the catalog record database to pre-forecast the tenant's 
transaction behavior. The catalog record database is mainly used to store the 
complete information for each tenant transaction. The stored information 
consists of the tenant transactions’ response time and the transaction types.  
 
We developed the proposed forecasting service previously [12] using three 
different prediction models: The Recursive Window Forecasting 
Autoregressive Integrated Moving Average (ARIMA) model, the Exponential 
Moving Average (EMA) model and the proposed Recurrent Neural Network 
(RNN) with Long Short-Term Memory (LSTM) cells model to pre-forecast the 
tenant's transaction behavior. Our previous results showed that the 
proposed forecasting service using the proposed RNN forecasting model is 
the ideal choice for solving the forecasting problem in a multi-tenant 
business environment. 
 
C. The Migration Service: This proposed enhanced migration service uses the 
forecasting service to detect the violated tenants in advance. After that, it 
uses the proposed enhanced multi-tenant migration algorithm (EMT-M) 
algorithm, which utilizes the number of SLA violations of each client site and 
the variance rate, in order to select the optimal site to migrate the violated 
tenant. The proposed EMT-M algorithm will be described in more detail in 
the following section. 

3.2 Multi-Tenant Storage (MT-S) Layer 

In the multi-tenant SaaS, different designs for data layer were proposed and 
used in different areas [2]. The data layer designs are Independent Databases 
and Independent Database Instances (IDII), Independent Tables and Shared 
Database Instances (ITSI), and Shared Tables and Shared Database Instances 
(STSI). The only difference between these designs is the separation level 
between the tenant data.  
 
In IDII, each tenant has its own database system on the server. However, this 
design does not fulfill the main idea of a multi-tenant SaaS architecture, as 
each tenant must share the software and hardware.  
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In ITSI, all tenants share a common database with separate tables for each 
tenant, which reduce the maintenance costs as it uses a shared database 
system.  In STSI, all tenants share the same database and the same tables, 
but it is more complicated in terms of customization and security terms 
when it is compared to other designs. This proposed layer consists of more 
than one site that have been distributed into clusters with the lowest 
average connection costs between them. Whereas the data layer design is 
built using Independent Tables and Shared Database Instances (ITSI).  

4 The Proposed Enhanced Multi-Tenant Migration (EMT-M) 

algorithm 

To overcome the limitations of existing literature highlighted by the above 
survey, this research proposes an enhanced multi-tenant migration 
algorithm called EMT-M algorithm, which is an extension of the work 
proposed in [13]. The main contribution in this extended research is adding a 
new parameter in the migration process to mitigate the SLA violations. In our 
previous work [13], we use the number of SLA violations to detect the source 
of the violation to mitigate the violation crisis.  
 
Firstly, we migrate the violated tenant to the cluster with the maximum SLA 
violations to mitigate the SLA violation crisis for more than a violated site, 
not for just one site as the previous work. Secondly, inside the selected 
cluster, we migrate the violated tenant database to the site with the 
maximum violation rate, calculated using Eq. (1). 

        
                                               ( ) 

 
The authors of [8,9] state that if the tenant's SLA cannot be met, the violated 
tenant database must be migrated to a site where its quality can be assured. 
As a result, they proposed an allocation algorithm to reduce the cost of the 
provider's penalties for SLA violations and improve performance.  It works in 
the following way, given a violated tenant L in site K to be migrated. 
 
They send the violated tenant to the site X with a max MDJ' as shown in Eq. 
(3), if and only if the site X has a free disk space and x ≠ k. Where MTIJ is the 
mean execution time of the last M executed transactions, SLAIJ is the service 
level agreement for tenant I located in site J, and the NJ is the number of 
tenant databases located in site J.   
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However, that allocation algorithm has a critical issue which rises when the 
site has more than one violating tenant, then the location chosen for 
migrating the tenant database will not be optimal.  Consider the first 
example shown in Table 1, where tenant T3 should be migrated, if a site has 
more than one violated tenant databases (MTIJ > SLAIJ), then the allocation 
algorithm will migrate the violated tenant database to the site with the 
maximum average violation time, which does not meet the objective of the 
migration process. As a result, the allocation algorithm will send the violated 
tenant T3 to site 3 with maximum MD’. However, Site 3 has two tenants 
violate the SLA. 

Table 1. Case 1 Descriptions 

Site ID Site 1 Site 2 Site 3 

Tenant 
ID 

T1 T2 T3 T4 T5 T6 T7 T8 

MT 30 40 50 18 14 18 20 50 

SLA 35 50 25 17 15 18 19 30 

MD'  16.66666 24 

 
Consider the second case when (MTIJ <SLAIJ) at site 2 and site 3 shown in 
Table 2 whereas the tenant T3is violating and should be migrated, the 
allocation algorithm migrates the violated tenant to the site with the highest 
average free time after adding the violated tenant who was migrated. As a 
result, the allocation algorithm will send the violated tenant T3 to site 3 with 
maximum MD’. However, Site 2 has the maximum free space and the 
minimum number of tenants. 

Table 2. Case 2 Descriptions 

Site ID Site 1 Site 2 Site 3 

Tenant ID T1 T2 T3 T4 T5 T6 T7 T8 

MT 30 40 50 12 5 14 16 25 

SLA 35 50 25 17 15 18 19 30 

Free Space  15 12 

MD'  11.66666 15.75 
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To solve the limitation of existing literature and enhance our previous 
migration algorithm [13], we propose an enhanced multi-tenant migration 
algorithm called EMT-M. The proposed EMT-M algorithm uses the number of 
SLA violations of each client site and the variance rate to select the optimal 
site to migrate the violated tenant.  
 
The proposed EMT-M algorithm work in the following way:  
firstly, it detects the violated tenants using the information from the 
forecasting service. 
Secondly, it uses the number of SLA violations to calculate the variance rate 
for each client site using Eq. (4). 
   

       ( )    
∑ (  ( )     ) 

                     ( )
   

                          
                                                                          ( ) 

Where, RT(I) is the response time of the SLA violation (I). Thirdly, it uses the 
information from the clustering services to detect the cluster with the 
maximum number of sites exceeds the variance threshold, which is 
calculated using Eq. (5), to solve the problem for more than one violated site 
and not for just only one site as the previous work.  
 

                     
∑        ( )

          
    

                     
                                                                          ( ) 

Finally, inside the chosen cluster, it migrates the violated tenant database to 
the site with the maximum variance rate, which is calculated using Eq. (4).        

5 The Experimental Results 

The performance of the proposed EMT-M algorithm is studied in a simulated 
environment, as shown in Fig. 2, to verify its quality by comparing it with 
previously used algorithms [8,9,13]. The proposed simulation environment 
consists of 8 Fujitsu esprimo-P556 sites grouped into 3 groups using the 
inter-site communication cost [6] shown in Table 3. Each site contains a Core 
I7 processor - 3.40 GHz and 8 GB DDR3 memory using a SQL server as a 
DBMS. 

Table 3. Inter-site communication cost in ms 

Site # S1 S2 S3 S4 S5 S6 S7 S8 
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S1 0 69 57 70 10 12 75 77 

S2 69 0 85 69 80 75 8 14 

S3 57 85 0 12 53 63 87 82 

S4 70 69 12 0 75 72 72 80 

S5 10 80 53 75 0 10 78 85 

S6 12 75 63 72 10 0 70 79 

S7 75 8 87 72 78 70 0 12 

S8 77 14 82 80 85 79 12 0 

 
We used 6 different primary tenants with secondary replicas randomly 
distributed over the multi-tenant system sites as shown in Fig. 2. To verify 
the performance of the proposed EMT-M algorithm, we committed a 
violation in one specific tenant T-D1 located at Site 3. To cause the tenant 
violation T-D1, we increased the number of users who simultaneously 
accessed the tenant and the proportion of transactions. Table 4 contains all 
transactions and inquiries submitted by all locations for tenant (T-D1). 

 

Fig. 2. The Proposed Multi-Tenant Simulated Environment 

Table 4. The queries submitted to the tenant (T-D1) 

Sites Virtual Users Query Type # Queries 

Site 1 1 Insert - Update - Delete 30000 

Site 7 1 Insert - Update - Delete 30000 

20 5000 

Site 5 1 Insert - Update - Delete 30000 

20 5000 

Site 6 1 Insert - Update - Delete 30000 

20 5000 

 
According to [8,9], the violated tenant T-D1 will be migrated to site 4, which 
has the max average free time. In addition, according to our previous 
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migration algorithm [13], the violated tenant T-D1 is migrated to site 7 in 
cluster 3, which has the maximum number of SLA violation. According to our 
proposed EMT-M algorithm, we use both the number of SLA violations and 
the variance rate to select the optimal site to migrate the violated tenant. 
Table 5 presents the number of the SLA violation and the calculated variance 
rate for the violated tenant T-D1 located in site 3, which calculated using Eq. 
(4).  

Table 5. the SLA Violations and calculated Variance Rate for the tenant (T-D1) 

Sites SLA Violations Variance Rate 

Site 
1 

18 9.422262 

Site 
7 

106 4.892512 

Site 
5 

25 2.789669 

Site 
6 

51 5.912793 

 
According to table 5, using Eq. (5) the variance rate threshold value is 
5.754309. According to the proposed EMT-M algorithm, the violated tenant 
T-D1 will migrated to the cluster with the maximum number sites that 
exceeds the variance threshold. As a result, the violated tenant T-D1 will be 
migrated to cluster 2. Inside the selected cluster, the violated tenant is 
migrated to the site with maximum variance rate, which is calculated using 
Eq. (4), if the selected site has a free disk space, as a result T-D1 will be 
migrated to site 1. If the specified site does not have the required capacity to 
accommodate the relayed tenant, then the tenant will be migrated to the 
site with the second maximum variance rate within the previously selected 
cluster. 
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Fig. 3. Total Number of SLA Violation 

 

Fig. 4. Client Sites SLA Violations 

We studied the impact of implementing the proposed EMT-M algorithm and 
previous algorithms [8,9,13] in relation to the total number of SLA violations 
and the number of client sites SLA violations. 
 
Fig. 3 and Fig. 4, show that the proposed EMT-M algorithm reduces total 
counts of SLA violations by 64.957% and the number of the client sites SLA 
violations counts by average 64.73% than the allocation algorithm [8,9]. It 
also shows that the proposed EMT-M algorithm reduces total counts of SLA 
violations by 52.3255% and the number of the client sites SLA violations 
counts by average 88.1655% than the previous MT-M algorithm [13]. 
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6 Conclusions and future work 

The irregular pattern of tenants' workload can lead to many SLA violations. 
Therefore, the main task of the migration algorithm is to ensure SLA 
agreements according to the irregular workload patterns of the tenants. In 
this paper, we present an enhanced multi-tenant database management 
system (EMT DBMS). We also present an enhanced multi-tenant migration 
algorithm called (EMT-M), which migrates the violating tenants’ databases 
on a flexible set of clusters to mitigate tenant SLA violations. Experimental 
results prove that the proposed EMT-M algorithm results in a significant 
reduction in the total number of SLA violations by an average 58.64125 % 
than the previous migration algorithms. It also proves that the proposed 
EMT-M algorithm reduce the number of client sites violations by average 
76.44775% than the previous algorithms. In this research, the proposed 
EMT-M algorithm considers both the number of SLA violations and the 
variance rate as the main factors to select the optimal site to allocate the 
migrated tenant databases. However, we believe that the proposed EMT-M 
algorithm still has additional important factors to consider, which are firstly 
when the violated tenant is replicated and secondly how the number of 
replicas to be created is controlled. As future work, we also plan to add a 
replication service which uses a forecasting service to make replication 
decisions in advance to avoid tenant SLA violations. 
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