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  Abstract :  This paper focuses on the problems of data clustering where the similarity between 

different objects is estimated with the use of the Euclidean distance metric. Also, K-Means is used 

to remove data noise, genetic algorithms are used for finding the optimal set of features and the 

Support Vector, Machine (SVM) is used as a classifier. The experimental results prove that the 

proposed model has attained an accuracy of 94.79 % when using three datasets taken from the 

UCI repository. 
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1.INTRODUCTION  

Clustering can be specified as the organization after the collection of un-labeled patterns. For 
instance, the organization of vectors related to the measurement or point in multi-dimensional 
space into clusters depending on their similarity [1]. It is widely utilized in plenty of applications 
including information retrieval, pattern recognition, computer vision, data mining, and image 
processing. There are three kinds of clustering techniques: such as  Overlapping; Hierarchical, and 
Partitioning [2]. Usually, clustering is an operation that is performed on unsupervised data. 
Additionally, clustering facilitates getting or finding relevant information at a faster speed. A very 
popular clustering method, the K-means algorithm, is most notably used for data clustering [3]. 
Even though these methods are made for efficiency, ease of convergence and simplicity, the 
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majority of them .suffer from the disadvantage of requiring a great number of clusters in addition to 
their. initial centers and can have poor clustering quality. Many clustering algorithms have been 
developed, such as the Classical clustering algorithms that have been enumerated as ―k-means‖, 
nearest neighbor clustering, spectral clustering, and fuzzy c-mean clustering [4][5].Among them , a 
genetic algorithm (GA) was proposed early in 1989 [6]. Concerning the genetic algorithm (GA), 
this study will apply a model that relates to real-life natural selection, in which the solutions’ initial 
population referred to as individuals will be generated in a random manner [4]. The algorithm will 
produce novel solutions regarding populations through certain genetic operations, like mutations, 
cross-over, and re-production. The new generations include the potential survivors with maximum 
fitness scores. Also, the new individuals will be determined from the preceding population with the 
use of genetic operations [7] .This paper focuses on genetic algorithms and K-mean and presents a 
way for the automatic generation of those parameters, at the same time enhancing the algorithm’s 
accuracy and speed. It also uses classification with SVM to determine accuracy . Genetic 
Algorithms deal with handling heterogeneous populations. It operates with a variety of structure 
types[8] . Typically, using certain parameters like cross-over as well as mutation probabilities that, 
adapt to the advancement of the algorithm is a suitable choice. High population diversity is 
necessary to prevent the algorithm from falling in the local minima.[9]. To accelerate the process of 
the GA and increase the initial population’s diversity, that population is generated in 2 ways. The 
1st sub-population has been generated in a deterministic manner, and the 2nd sub-population has 
been generated randomly. The increase in the diversity of the population allows for achieving 
higher quality. The remaining parts of this study will be structured in the following ways: 

related works will be specified in section 2,  Preliminaries ( clustering methods (GAs and k-means) 
will be presented in Section 3, and Section 4 describes proposed method  experimental results and 
discusses in Section 5, Section 6 will provide future work and conclusion  

 

2.RELATED WORK 

The major challenge with using the (K-Means) method is determining the number of clusters in 
addition to their initial centers. The random determination of the initial centers doesn’t guarantee 
sufficient clustering quality, because multiple K-Means running on the same data-set can result in 
different offspring. Additionally, such a procedure might be converging to sub-optimal partitions. 

(Fahim AM, et al) [10] implemented a straightforward approach for enhancing the effectiveness 
related to k-means clustering when using three datasets: Wind, Abalone, and Letter Image[10]. 
They also used the k-means method with the CLARA algorithm to compare the execution time of 
the three different implementations of the datasets. (Lin Wei-Chao, et al) [11]  applied two 
strategies for clustering techniques and used the ―DIARETDB0‖ data-set in their work. The initial 
approach utilized cluster centers to represent the majority class, while the other approach utilized 
nearest neighbors related to cluster centers. The dataset consists of eighty-nine color images that 
have been obtained in (Kuopio university hospital). Additionally, a decision tree was used as a 
classifier to find the optimal performance between both small and large scale data sets.  

Big data clustering has been utilized through (Shrivastava Puja, et al) [12]. An estimated 
MapReduce framework was established by using the steps of the genetic approach. They solved the 
problem of local optimal clusters with big data K-means using the concept of GA . While (Chen 
Huihui, et al) [13] utilized novel gene selection techniques that depended on clustering using eight 
genes as a data set. It presented a new method that is referred to as the Kernel-Based Clustering 
method for Gene Selection (KBCGS). SVM and KNN have been used to classify the accuracy 
when comparing six features of the cancer dataset. Tao Lei, et al [16]  relied on the morphological 
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reconstruction of the fuzzy c.means clustering FCM method to ensure noise immunity and the 
modification of membership. The partitioning process here depended on the distance between 
pixels in the local spatial neighbors and cluster centers. In his experiment,. two 256x256 images 
were utilized, the first image containing 3 values of intensity (3 classes), being (0.85 & 170), and 
the 2

nd
 image containing 4 intensity values (4 classes), which are(0, 85 & 255). Their work proved 

that the (FCM) algorithm is fast and powerful especially in the process of image segmentation . 
(W. Cai, D. Zhang and S. Chen), [17] suggested that fast generalized fuzzy c. means (.FG FCM) 
algorithm using new factors as a local measure of similarity that aims to reduce noise for images 
and eliminates empirically altered parameters (α) which are required in the (En-FCM) algorithms . 
It finally carries out the clustering on the grey levels histograms. (Chen Yewang et al) [18] 
proposed a clustering technique to improve "DBSCAN" called (novel local neighborhood 
searching technique – "NQ-DBSCAN"). One of the benefits of this technique is to reduce the 
numerous needless calculations of distance. The results of this technique were NQ-DBSCAN that 
averagely runs in O(n  log(n)). The optimal case was O(n). Two type  of data sets were used  one 
was (synthetic data) and the second was (real-time data) .There is a technique that reverses the 
nearest neighbor called (RNN-DBSCAN) which was proposed by (Bryant Avory and Cios 
Krzysztof) [19]. They preferred to use this technique for several reasons such as an improved 
ability to deal with large variations and reducing complexity problems while using  single 
parameters. The  Genetic-based clustering technique by (Varshali ,  et al )[20] using colored image 
segmentation . This technique proved to be more efficient and less time –consuming . 

 

3.PRELIMINARIES 

Clustering could be considered to be the process of data segmenting  or partitioning applied to 

groups of the same type  . Clustering is usually achieved by specifying similarity among data on 

predefined attribute . K-means might be defined as the main algorithm that is extensively applied 

with clustering. GA is also utilized in clustering, combined with k-means or separate [14]. 

 

3.1  K-means  
This algorithm has the goal of partitioning a set of data points in unique clusters in a way so that 

inertia in each cluster is minimalized. Inertia is specified as the sum regarding the distances 

between all data points in clusters and centroids (or representatives)[15]. The K-means  algorithm 

divides experimental dataset (X ) into (k )clusters in which k has been provided via the user. 

Initially, objects might be assigned randomly to k clusters. Throughout the consecutive iterations 

cluster. centers    will be re-distributed over data space in such. a way that, the objects, that are in 

one cluster, will be similar to each. other in comparison to the objects in other clusters. 

Similarities between the objects can be determined through Euclidean distance [16]. The K-means 

algorithm has  main disadvantage:  

 

. it is implying that data clusters might be ball-shaped since it is performing clustering depending 

on just the Euclidean distance  

 

 . As indicated in the study of Xu et al.[17] , dead-unit problem exists in a way that when certain 

units might be initialized far from input dataset when compared with the other units , then they 

will be instantly dead with no learning chance in the overall process of learning.  
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3.2  Genetic algorithms(GA) 

 

GAs are robust algorithms of stochastic optimizations. Genetic algorithms are utilized for solving 

many different issues. They have been advanced to gain a better understanding of natural 

processes like adaptation, which is analogous to a certain search method type that mimics natural 

selection’s principle for developing solutions regarding large optimization problems[18]. GAs are 

utilized with: fitness evaluation, representation of the chromosomes, stating the initial population, 

selections, and reproduction (i.e. the mutation and the cross-over). GAs operate through the 

manipulation as well as the maintenance of the population. Chromosomes are regarded as possible 

solutions for a variety of adaptation problems. Usually each chromosome  has a fitness value, 

which is a qualitative measure regarding the effectiveness of the solution that has been encoded 

within it. The process of the GA begins with the determination of an initial solution which is made 

up of a group of the chromosomes (i.e. the initial population), followed by the iterative application 

of the operators of the reproduction (selections, mutation, and cross-over) to the point of reaching 

a specific parameter of the quality or a pre-defined amount of iterations. Using a fitness function 

guides the stochastic selections regarding the chromosomes that are utilized for generating new 

candidate solutions via mutation and crossover. A Straightforward outline regarding the process of 

GA is indicated in Figure 1. 

 

 
 

                          Figure 1. Structure  of the (GAs  algorithms)[7] 

 

Genetic algorithm includes characteristics like population size, encoding data, objective function, 

crossover, and mutation. Typically, the objective function is assigning a fitness value for each one 

of the individuals in a population. Individuals with high fitness indicate an effective solution to the 

problem when compared to individuals with low fitness values [19]. Whereas the encoding 

represents an independent variable for the objective function. Crossover represents a procedure 

where a high fitting chromosome is provided the possibility of reproduction through exchanging 

pieces regarding its genetic information with other high fitting chromosomes. The operation also 

utilized crossover through randomly changing certain genes of the individual parents. This is 

referred to as a mutation. The number of individuals in a population indicates this population’s 
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size. If the population size is larger then there is a higher possibility that an excellent solution is 

going to be found. 

 

 3.2.1 Chromosomes representation 

                The representation of chromosomes is a problem that is solved by utilizing GAs throughout a variety 

of significant steps. Encoding both number of cluster and their centers .Our propose  a chromosome 

framework that applies a real coded genetic algorithm to the clustering  problem.  Crossover and 

mutation operators are utilized  directly to real parameter values [7].A chromosome  in a 

subpopulation may consist of two, three, and up to (N-max1) genes where the (N-max1) value  is 

the maximum number of  possible clusters. Those genes hold data that  corresponds and are  related 

to cluster  of centers. Also, the number of genes in the chromosome indicates the number of clusters. 

The Value of N will be in the interval [2, Nmax1]. Furthermore, each one of the solutions, i, will be 

a  strong value with fixed-length specified  through cluster centers ( .Cij ; j = 2;…, Nmax1) . Finally 

, the solution, i, of the population is represented using  a vector. 

 

 

     3.2.2 Fitness function (Ff) 
                 

Usually  fitness function (Ff) represents a measure of success during optimization. It is considered to 

be an objective function that is utilized for determining how close a certain solution is to achieve 

aims. The fitness function has a significant impact on GA’s success [20]. The Measure of fitness 

helps us develop good solutions and implement natural selection. After defining the Fitness function 

(Ff), various parameters of the genetic algorithm’s operators are fixed.  the fitness of a chromosome 

is computed by  using (Mean  Square Error (MSE)). 
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       3.2.3 Stage of Generation of the Initial - Population  

 

      To accelerate the process of the GAs and to increase the initial population’s individual varieties 

meticulous care must be taken in regard to initial population generation .The generation of  this initial 

population is done through the use of (two) methods. The 1
st
 one includes  a deterministic production 

way [21][23] whereas the other one includes  random generation. 20% of the initial population is 
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obtained from the 1st way and 80% is  obtained from the 2nd way. From the input dataset, a sorted 

dataset is produced. After  that, algorithm- 1 is applied to the sorted dataset (as can be seen in the 

algorithm below)  [24][7]. Doing this increases the variety of results which enhances genetic 

reproduction 

 

 

                   Algorithm-1: generation of 20% of the population [7] 
 

                                      1-Sorting data-set; 

                                      2-For (  =2,   <:=      -1;   ++)   { 

                                   - Dividing sorted data to    equal segments: {S }; 

                                  - Modal step: "taking every segment k’s modal value as centre" C ; 

                                   - Means step: taking mean value of every one of the segments k as centre    

                                      CN: 

                                   - Min1_Max1 step: 

                                        For (  =0,  i<k,   ++){ 

                                      Calculating the C = (max1-min1)/2 

                                      Considering C as a  i
th
 center. 

 

 

3.2.4 Reproduction 

A Genetic algorithm help look for the better solutions from   several possible solution Reproduction 

could be applied in a form based algorithmically on   reproduction operators which are better than the 

encoding scheme [2][25]. The main aim of reproduction operators is to be ensure  of variety in a 

population where  solution that are the fittest  could be derived and contemplated  through the  

process of evolution . Such evolutionary processes are composed  of both crossover and mutation  

[7] .  

 

 

   A. Crossover 

  In the process of crossover, the children’s chromosomes are generated in accordance with the fitness 

function value of  parents. In this case, it is necessary to define  the operator of the crossover in a way 

that it would accept the  parent's chromosomes with multiple numbers  of genes [13]. For each of the 

two  parents selected , crossover is implemented and produces two offspring [7]. 

 

 

     B.  Mutation   

       The mutation is designed to prevent all the population's solutions from falling in to the same solved  

problems, and it enhances obtained chromosomes . Mutation  takes place with a lesser probability 

than that of the crossover [22]. Mutation consists of two different operators, the First operator, 

topological mutation, is designed to  either delete  or add  genes from an offspring [23]. The second 

operator, gene mutation, is intended to edit or modify the   selected gene from the offspring. 

Usually,  mutation is implemented by  selecting a gene from an offspring randomly  and replacing 

it with a data point which is also  randomly extracted from a certain  dataset [24]. Afterwards, a 

check is performed to avoid the occurrence of redundant centers and for keeping  cluster number in 

[2, Nmax]. When there is a need for finding the closest cluster for all points, the K-means operator 

must be used. This is enumerated ―Classical K-means‖. [25] Concerning such a condition, data 
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points will be assigned to their clusters for all the new chromosomes using the K-means algorithm 

to compute the fitness level. 

 

        3.3.  SUPPORT VECTOR MACHINE ( SVM ) 

   SVM is a classifier that performs classification tasks by constructing hyper.-planes in a multi-

dimensional space separating the variety of the class label cases. SVM’s create a hyper -.plane that 

separates (two) groups of data. The data is further pushed away from each other and the hyperplane 

creates a space between the two groups named the ―margin‖. As shown in figure 2. 

 

 

 
    

         

        Figure 2: support vector machine – hyper-plane and margin 

 

 

Support Vectors can be described as a subset of the data samples that are utilized for defining the 

hyper-plane. The SVMs support the classification as well as the regression tasks and are capable of 

handling numerous categorical and continuous variables. There are two SVM types. First is the linear 

SVMs, which are utilized for the separation of data points with the use of linear decision boundaries. 

And secondly, there’s the Nonlinear SVMs, which separate data points with the use of a non-linear 

boundary of the decision. The conventional approaches of the SVMs need the package of the 

quadratic programming (QP).  

 The main problem of using quadratic programming is that it is very time consuming and needs 

massive amount of memory in addition to detailed numerical analysis knowledge. 

 

 

 

 

 

 

4. PROPOSED METHOD 
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    The basis for the proposed work is shown in figure 3. This figure consists of four steps, first: we begin 

with collecting the data set, second:  data cleaning is done to replace missing values with means. Third, 

we perform clustering by using the K-Means algorithm to remove  and delete outliers and use genetic 

algorithms (GA) to select optimal features. Finally , the   last step is the classification when using SVM 

as a classifier to achieve better  accuracy . Additionally, a 10–fold cross-validation technique is applied 

to increase the reliability of the Classifier's performance .  

 

 

 

 

                    

 

 

 

 

 

 

 

                           Figure 3 : proposed work 

   4.1. Evaluation Metrics 

To visualize the efficiency of the supervised algorithms of ML, a confusion matrix has been utilized. 

The 4 indices of classification performance present in the matrix of the confusion are illustrated in 

Figure 4. The utilized metrics of the evaluation were: Positively Predicted, Specificity, Sensitivity,  and 

Negatively Predicted values. Specificity and Sensitivity represent the ratio of the actual positives and 

negatives that are identified correctly as such. The Negative and Positive predictive values represent the 

predicted result proportions. 

Sensitivity (%)  = 
  

       
          ………(3) 

Specificity (%) = 
  

       
          ………(4) 

Positively Predicted (%) = 
  

       
          ..…….(5) 

Negatively Predicted value (%) = 
  

      
          ………(6) 
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Figure 4 : Confusion Matrix 

5. Experimental Results and Discussions 

 

  In this research, we used 3 different data-sets  (abalone, wine, and network) from 

 the UCI repository. The datasets chosen are the same ones used by the research paper [10]. Each 

dataset has different numbers of attributes, sizes, types, and clusters as shown in Table 1 

 

 

Table 1: Characteristics of data set  

 
Dataset Number of 

attributes 

Number 
of 

records  

Type 

Abalone 8 4177  categorical, real 

Wine 15 6574 integer, real 

Network 21 53413 integer, real 

 

 

At this stage, after using the mean to replace null values, some of the values became 

 outliers. And, the way to do away with those noisy, inconsistent values, the simple K- 

Means algorithm was used.  After removing the outliers, the process of feature selection 

 begins. The genetic algorithm has been utilized as a tool for feature selection . The different stages in 

which this process happens have been mentioned above. It is important to note that the GA selects the 

features from the original data set.          

The last stage of the experiment is classification. Results are given to the SVMs to use a  

(ten.-fold cross.- validation) technique for the classification. Throughout each one of the  

runs, the genetic  algorithms choose a variety of characteristics from the original group  

of features and the accuracy of the classification is recorded. Table 2  shows that the  

experimentation has been repeated (20) times with an average SVM classifier accuracy  

of 94.79%. 

 

Table 2: Experimental Outcome when 20 runs  

 
Test run Attribute 

No 

SVM 

(%) 

Test 

run 

Attribute 

No 

SVM (%) 

1 2 94.45 11 3 94.46 

2 4 94.15 12 3 94.24 

3 4 94.76 13 4 94.32 

4 3 94.98 14 2 94.11 

5 2 94.56 15 5 94.73 

6 5 94.59 16 4 94.05 

7 3 94.87 17 3 94.64 

8 3 94.08 18 4 94.58 

9 5 94.65 19 2 94.77 

10 2 94.57 20 3 94.19 
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While Table 3 refer to the evaluation metrics obtained when applied SVM techniques to Classifying the 

reduced dataset. The resulting accuracy improved on the previous literature shown in Table 4. 

 

 

        Table 3 :Evaluation Metrics from classification  
 

 

 

 

 

 

 

 

 

Table 4:  Comparison between. proposed work and  ,existing works in terms of Accuracy 
different techniques 

# 

 

Authors  Techniques  Data set  Y   Years  Accuracy  

1 Ahmad, F. 
et al [10] 

Improved (GA) 
algorithm 

Three dataset 2013 80.4 % 

2 Y.S. 
Thakare 
and S. B. 
Bagal[24] 

k-means algorithm Wine data set 2017 79.74 
 

3 Zeinab et al 
[21] 

 

Genetic algorithm 

- 

Z- Alizadeh 
Sani dataset 

2017  
   
93.85%, 

4 Chen 
Huihui ,et 

al [13] 

 

KBCGS  
technique 

Eight  cancer 
dataset 

( Lung) 

(http://datam.i2r.a 

star.edu.sg/datasets/kr

bd/) 

2016 87.00  % 

7 Chen 
Yewang et 

al [18] 

 

NQ-DBSCAN 
clustering 

Two dataset 2018  
93.85% 

8 Nihat 
Yilmaz et 

al [ 26] 

 

K-Means + SVM 

 

                - 

 

 

2017 

 

93.65% 

(Performance. Measures) Reduced Dataset 

#(No. of Attributes Used) 4 

(Sensitivity (%)) 94.40 

(Specificity (%)) 94.55 

(Positively Predicted value) (%) 94.98 

(Negatively Predicted. values (%) 94.36 

SVM- Accuracy 94.79 
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10 Proposed 
method 

 

GA+ K-means 
+SVM 

Three dataset 

 

-  

94.79% 

 

            Finally, the results of the study are: 

1- The minimal numbers of the attributes, that have been chosen with, the use of the Genetic 

Algorithms techniques. was (two ) and the maximal was (five) .   

2- The minimal and maximal, accuracy of classification of the. SVM classifier was  94.79%. 

3- Through experience there were 511  instances. The k-.means selected  ( 318)  samples as            

correctly  while   (193) as outliers. 

4- The outlier detection percentage is (33.46) 

 

6. Conclusion and future work 

One of the most important issues to tackle in the field of machine learning is the reduction of 

dimensionality to achieve higher accuracies and to make the work more efficient. The goal of this 

study was to improve on data cleaning, dimensionality reduction, and classification. By using GAs 

and K-means algorithms this paper achieved a high accuracy rating of 94.79% which is notably 

higher than the results of previous literature shown in Table 4 . Future works should concentrate on, 

applying box-plots to detect outliers. It should also concentrate on using standard deviation to find 

the replacement of missing values, algorithms that include  PCA/ Nonlinear SVMs for feature 

selection, and experimenting with classifiers from the tree, statistical, c-fuzzy, and neural families for 

enhancing precision. 
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